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Abstract  

In this paper we present a novel neural architecture to classify various types of VoD request arrival pattern 

using an unsupervised clustering Adaptive Resonance Theory 2 (ART2). The knowledge extracted from the 

ART2 clusters is used to prefetch the multimedia objects into the proxy server’s cache, from the disk and 

prepare the system to serve the clients more efficiently before the user’s arrival of the request. This 

approach adapts to changes in user request patterns over a period by storing the previous information. 

Each cluster is represented as prototype vector by generalizing the   most frequently used video blocks that 

are accessed by all the cluster members. The simulation results of the proposed clustering and prefetching   

algorithm shows a significant increase in the performance of streaming server. The proposed algorithm 

helps the server’s agent to learn user preferences and discover the information about the corresponding 

videos. These videos can be prefetched to the cache and identify those videos for the users who demand it. 
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1. INTRODUCTION 

In the past few years, Multimedia applications have grown rapidly and it is evident through the 

exponential growth of traffic on the Internet. These applications include Video-on-demand, video 

authoring tools, news broadcasting, videoconferencing, digital libraries and interactive video 

games. The new challenges which have emerged today are related to data storage, management 

processing, continuous arrival of multiple requests and potentially unbounded streams that are 

rapid and time varying. It is generally not feasible to store the request arrival pattern in a 

traditional database management system in order to perform delivery operation of a video stream 

later. Instead, the request arrival must generally be processed in an online manner from the cache 

which also holds the predicatively prefetched video streams and this process assures that results 

can be delivered with a small start up delay for the videos accessed for the first-time.  

The VoD proxy server is an important component as its function is to retrieve as many blocks of 

video streams as possible and send them to users. VoD proxy server is responsible for retrieving 

different blocks of different video streams and sending them to different users simultaneously. 
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This is not an easy task due to the real time commitment and the large volume of characteristics 

possessed by the video. Real time characteristic requires the video blocks to be retrieved from the 

server’s disk within a deadline for continuous delivery to users. Failure to meet the deadline will 

result in jitters on screen during viewing. The usage of proxy server cache to store the prefetched 

videos can reduce the user’s waiting time. In this solution the videos that are more likely to be 

accessed are prefetched to the browser’s cache and when a request is received for one of these 

videos, a cache–hit occur immediately thereby avoiding start up delays. Given the previous 

instance, a crucial issue is to effectively predict the following requests and subsequently model 

the user’s actions over time. If the next request can be determined accurately then the user’s 

waiting time is reduced to zero and furthermore, no chance of user request flooding. 

With the rapid development in VoD streaming services, the modern techniques to improve 

multimedia services has become an important research area. An important topic in learning user’s 

request pattern is the clustering of multimedia VoD users, i.e, grouping the users into clusters 

based on their common interest. By analyzing the characteristics of the groups, the streaming 

server will understand the users better and may provide more suitable, customized services to the 

users. In this paper, the clustering of the users request access pattern based on their browsing 

activities is studied. Users with similar browsing activities are clustered or grouped into classes 

(clusters). A clustering algorithm takes a set of input vectors and gives as output a set of clusters 

and a mapping of each input vector to a cluster. Input vectors which are close to each other 

according to a specific similarity measure should be mapped to the same cluster. Clusters are 

internally represented using prototype vectors which are the vectors indicating a certain 

similarity. 

VoD application   services are made available over a computer network. It provides to watch any 

video at any time. One of the requirements for VoD system implementation is to have a VoD 

streaming server that acts as an engine to deliver videos from the server’s disk to users. Video 

blocks should be prefetched   intelligently with less latency from the disk and hence enable the 

service of high number of streams. However, due to real time and large volume characteristics 

possessed by the video, the designing of video layout is a challenging task. Real time imposes 

constraints on the distribution of blocks on disk and hence it decreases the number of streams 

being delivered to users.  
 

In this paper, we consider the problem of clustering video streams. Thus, our goal is to maintain 

classes of video streams such that a selected class contains videos of more or less similar 

properties and attributes. The focus of the work is on delivery of video streams in real-time. Here 

popularity of each individual video is represented by an index, which is a measurement of 

popularity. 
 

Outline of the Paper: The paper is organized into various sections as follows: Section 2 discusses 

about the related work in clustering and prefetching. Section 3 presents the importance of ART2. 

Section 4 presents the methodology used in developing the algorithm. Section 5 discusses the 

architecture of ART2 algorithm. Section 6 presents performance evaluation and Section 7 gives 

the conclusion. 
 

2. RELATED WORK 

2.1 Related work in clustering 

The clustering of users based on their web access pattern is an active area of research in Web 

usage mining.  Cooley  R et al.  have proposed taxonomy of Web Mining and they present 

various research issues. In addition, the research in web mining is centered on the extraction and 

applications of clustering and prefeching. Both these issues are clearly discussed by Rangarajan S 

K . It has been proven in this scheme a 97.78% of prediction hierarchy. Clustering of multimedia 
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request access pattern   is defined by hierarchical clustering method to cluster the generalized 

session.  

  2.2 Related work in prefetching  

Prefetching means fetching the multimedia objects much prior to the user request arrival. There 

are some existing prefetching   techniques, but they possess some deficiency. In this the client 

suffers from start-up delay for those objects that are accessed for the first-time since, prefetching 

action is only triggered when a client starts to access that object. However, an inefficient   

prefetching technique causes wastage of network   resources by increasing the web traffic over 

the network. J Yuan et al., have proposed a scheme, in which proxy servers  aggressively prefetch 

media objects without a pattern before they are requested. They make use of servers’ knowledge 

about access patterns to ensure the accuracy of prefetching, and have tried to minimize the 

prefetched data size by prefetching only the initial segments of media objects.  KJ Nesbit et al., 

have proposed a prefetching algorithm which is based on a global history buffer that holds the 

most recent missing addresses in FIFO order. S K Rangarajan, et al., have proposed ART1 

algorithm in which clustering and prediction has resulted in an accuracy of 97%. In this work we 

have proposed ART2 NN clustering algorithm for clustering user request arrival pattern. This 

cluster helps the server’s agent in prefetching the videos into the disk, prior the user request. 

3.  ART2 NEURAL NETWORK 

ART2 is an unsupervised neural network algorithm derived from the resonance theory. The ART 

networks are rather good at pattern recognizing and pattern classification. Their design allows the 

user to control the similarity between the patterns accepted by the same cluster]. ART2 can learn 

about significant new classes, yet remain stable in response to previously learned classes. Thus, it 

is able to meet the challenges in clustering the request arrival pattern where numerous variations 

are common. ART networks are configured to recognize invariant properties of a given problem 

domain; when presented with data pertinent to the domain, the network can categorize it on the 

basis of these features. This process also categorizes when distinctly different data are presented 

and it includes the ability to create new clusters. ART networks accommodate these requirements 

through interactions between different subsystems, designed to process previously encountered 

and unfamiliar events, respectively. We choose the ART2 neural network rather than other 

classifiers because capable of incrementally increasing the numbers of clusters if needed. 

ART2 networks were designed to process continuous input pattern data. A special characteristic 

of such networks is the plasticity that allows the system to learn new concepts and at the same 

time retain the stability that prevents destruction of previously learned information [6]. 

4.  METHODOLOGY 
 

4.1 Preprocessing the web logs 
 

The, the log data of request arrivals are  represented as <client_Id,date, requested_video> format. 

We have selected a sample format of 50 clients requesting for 200 different videos. 
 

4.2 Getting the Popularity Value 
 

The popularity value is the most important   parameter to get the effective prefetch operation. 

This popularity value may consider the long term measurement of request-frequency, which is 

neglected in the other algorithms. In this work   the reference count value is used to get the 

popularity value.  The reference count value is highly variable over short time scales, but this is 

much smoother over long time scales. This property makes the popularity value to deal with the 

long term measurement of request frequency. 
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Since the maximum and minimum value of request frequency is known during the submission of 

input to the ART2 system, the normalized value of the popularity can be obtained using the 

following transformation.  

min
d

max
d

min
dd

−

−
=δ                                                                                                                    (1) 

 

The transformed into a range between [0 ,1].     
 
 

4.3 Extraction of feature vectors 
 

For clustering, we need to extract the popularity of each video that represents the frequency of 

number of times the video is requested. The pattern vector maps the access frequency of each 

base vector element to real values. It is of the form P ={P1,P2,….Pn} where each Pi varies between 

0 to 1.  

 

0.8 0.2 0.2 0.1 0.3 0.4 0.5 0.1 0.3 

                   

Figure 1 Sample Pattern Vector 

 
Figure 2 is a sample of pattern vector generated during a session.  

 

Each pattern vector has a real value pattern of length 200.For each session we input 50 such 

pattern to an ART2, since we have 50 clients. 

 

5 PROPOSED ARCHITECTURE AND ALGORITHM 
 
Architecture of ART2 is shown in Figure 2. It is designed for processing analog as well as binary 

input patterns. ART2 network module includes two main parts: attentional subsystem and 

orienting subsystem. Attentional subsystem preprocess analog input pattern, and then choose the 

best  matching pattern under competitive selection rule from the input pattern prototypes. 

Orienting subsystem carry out similarity vigilance-testing of the selective pattern prototype and 

trigger resonance learning and adjusting weight vectors when vigilance-testing passed, otherwise 

get rid of the current active node and search the other new ones. If there is no pattern prototype 

matching the input pattern, create a new output node to represent it. Its memory capacity can 

increase with the increase of learning patterns. The network allows not only off-line learning but 

also in an on-line learning and applying way simultaneously, that is, the learning and applying 

states are inseparable. 
 

 
Figure 2 The ART2 Neural networks 
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The ART2 neural network algorithm used in this work is summarized below.  
 

Neural network configuration: 
 

The parameters required for ART2 formulation has been initially chosen :                                     

               

Noise inhibition threshold: 

0 ≤ θ ≤1 (2)     

 

Surveillance Parameter: 

0≤ρ≤1  (3)                   

Error tolerance parameter ETP in the  

F1 layer: 0≤ETP≤1  (4)                                                   

            

Weight initialization of the neural  

network: Top-down: Zji(0) = 0  (5)      

                          

Bottom-up: Zij(0) ≤     (6) 

                                                                                                                                                                                     

Operation steps: 

 

1. Initialize the sub-layer and layer outputs with zero value and set cycle counter to one. 

2. Apply an input vector I to the sub-layer W of the F1 layer. The output of this layer is: 

                                                                  

        Wi =Ii + aUi  (7)     

 

3. Propagate to the X sub-layer:  

                                                                  
We

iw
x i

+
=   (8)  

 

                                                                                                                                     

4. Calculate the V sub-layer output: 

      

  Vi = f(xi) + bf(qi)  (9)  

                                                               

In the first cycle the second term of (9) is zero once the value of qi is zero.  

 

The function f(x) is given by: 
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5. Compute the U sub-layer output: 

ve

iv

iu
+

=                   (11)                                     
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6.  Propagate the previous output 

      to the P sub-layer:      iJii dZup +=                                                                     (12) 

         

The J node of the F2 layer is the winner node. If F2 is inactive or if the network is in its initial 

configuration, 
 

i
u

i
p =                                                                                                (13) 

     

7.  Calculate the Q sub-layer output: 

pe

p
q i

i
+

=                                                                                            (14) 

                                                                       

8.  Repeat steps (2) to (8) until stabilizing the values in F1 layer according to Error (i) = U(i) - 

U*(i).  

 If Error (i) ≤ ETP, the F1 layer is stable. 

 

9.  Calculate the R sub-layer output: 

                                                    
cPue

cpu
r

ii
i

++

+
=                                           (15) 

 

 10. Determine if a reset condition is indicated. If ρ (e R  ) then, send a reset signal to F2, mark 

any active F2 node as not enable for competition, reduce to zero the cycle counter and return 

to the step (2). If there is no reset signal and the counter is one, the cycle counter is increased 

and passes to step (11). If there is no reset and the cycle counter is larger than one, then 

control passes to step (14), once the resonance was established. 

 

11.  Calculate the F2 layer input: 

Ji

M

i

ij ZPT ∑
=

=

1

                                                                                                            (16) 

 

12.  Only the F2 winner node has non-zero output. Any node marked as non capable by a previous 

reset signal doesn't participate in the competition. 
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13.  Repeat the steps (6) to (10). 

 

14. Update the bottom-up weights of the F2 layer winner node: 

                                                                                
d1

u
Z i

Ji
−

=                                      (18) 
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15. Update the top-down weights of the F2 layer winner node:    

                                                                            
d1

u
Z i

iJ
−

=                                    (19)    

 

16.  Remove input vector, restore inactive F2 nodes and return to the step (1) with a new input 

vector. 

 

 The initial values chosen for ART2 is as follows  

 a=10, b=10,d=0.9,c=0.1,e=0.0 θ=0.2  M = 5  

 

Threshold value selection and methodology used 

 
The use of several feature vectors require a special neural network, a supervised ART2 NN is 

used. The performance of a supervised or unsupervised ART2 NN depends on the appropriate 

selection of the vigilance threshold [10]. If the value of vigilance threshold is near to zero, a lot of 

clusters will be generated, but if it is greater, then number clusters will be generated. 

 

6   PERFORMANCE EVALUATION   

A performance analysis was done based  on two parameters. (a) Hits and (b) Accuracy. Hits 

indicate the number of videos that are requested from the prefetched videos, and accuracy is the 

ratio to hits to the number of videos being prefetched. The overload of network is reduced by 

clustering and prefetching a community of users. It prefetches request with an accuracy as high as 

97% as compared with ART1 system. In ART1 each prototype vector of a cluster represents a 

possibility of community of users requesting for videos in the form of binary pattern. Even a 

highest popular video will be represented by a value of 1.  In ART2 the popularity value is 

normalized between [0,1].Hence the  values for the input vector varies along with the popularity 

value.      

                                   Table 1: Result of  ART 2 prefetching scheme 

Number  of  members 

each cluster 

Videos prefetced Hits Accuracy % 

8 38 36 95% 

6 48 46 96% 

4 34 32 94% 

5 31 30 96% 

 

The results obtained have considerable improvement over ART1 which takes only the binary 

values as input. ART1 resulted in nearly 93 percentage accuracy prediction of prefetching . 

 

7 SUMMARY 
 
In recent years, there have been a number of researches in exploring novel methods and 

techniques to group users based on the request access pattern. In this work we have clustered and 

prefetched   user request access pattern using ART2 neural network approach.  The predictions 
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were done over a time series domain. The proposed system has achieved good performance with 

high satisfaction and applicability.  
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