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ABSTRACT 

 
Synthetic Aperture Radar (SAR) images are inherently affected by multiplicative speckle noise, due to the 

coherent nature of scattering phenomena. In this paper, a novel algorithm capable of suppressing speckle 

noise using Particle Swarm Optimization (PSO) technique is presented. The algorithm initially identifies 

homogenous region from the corrupted image and uses PSO to optimize the Thresholding of curvelet 

coefficients to recover the original image. Average Power Spectrum Value (APSV) has been used as 

objective function of PSO. The Proposed algorithm removes Speckle noise effectively and the  performance 

of the algorithm is tested and compared with Mean filter, Median filter, Lee filter, Statistic Lee filter, Kuan 

filter, frost filter and gamma filter., outperforming conventional filtering methods. 
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1. INTRODUCTION 

 
The Speckle in the SAR images reduces the detection ability of targets and is not favourable to 

the image understanding [1]. Thus, the despeckling has become an important issue in SAR image 

processing. Despeckling can be carried out in the spatial domain, such as Median filter[2], Lee 

filter [6], Statistical Lee filter[7], Kuan filter [8], Frost filter [9],Gamma MAP filter[10] are 

among the better denoising algorithms in radar community. But the despeckling efficiency of 

these filters are proportional to the size of the window, and they may blur the details of the image 

when the window is too big.  

 

Recent years, wavelet theory has become one of the main tools of the signal processing. It’s 

analysis capacity for the time domain and frequency domain of the signal and optimal 

approximation to one-dimensional bounded variable function classes is the main reason that 

wavelet develops so rapidly [4]. To one dimensional signals which include singular points, 

wavelet can meet “optimal” non linear approximation order, but because of the two dimensional 

wavelet transform is isotropic, and when dealing with two dimensions or more dimensions signals 

which include singular lines, transform coefficients of the local maximum module can only 

reflect the position that the wavelet coefficients turn up “pass” the edge but cannot express the 

information “along” the edge. So it turns out some limitation [11]. 
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Due to the above mentioned shortcomings of wavelet transform. Donoho and others proposed 

Curvelet transform theory and their anisotropy characters is very useful for the efficient 

expression of the image edge and get good results in image denoising [20]. There two fast 

implementations of the curvelet transform which are faithful to mathematical transformation, one 

via USFFT the other via wrapping, the later is used in this paper [5].  

 

In this paper, Section II explains about the speckle Noise model, Section III describes about 

curvelet Transform, Section IV describes about proposed algorithm, and Section V provides the 

Results and Discussion of the proposed method. A brief Conclusion is given in Section VI.  

 

2. SPECKLE NOISE MODEL 

 
Speckle noise in SAR images is usually modeled as a stationary multiplicative noise with unit 

mean and variance [3]. A simple model for speckle noisy image has a multiplicative is 

represented by    

                                       ),().,(),( yxNyxSyxf =                                                  (1) 

 

By applying logarithmic operator to both sides of eqn (1), the following expression is obtained 

 

                                          )ln()ln()ln( NSY +=                                                  (2) 

Equation (2) can be written as 

 

                                        ),(),(),( yxeyxsyxy +=                                              (3) 

 

 Where y(x,y), s(x,y) and e(x,y) represent the logarithmically transformed noisy data, signal and 

speckle noise respectively. This nonlinear transform totally changes the statistics of speckle noise. 

Pixels of log-transformed images are mutually independent and this makes less difficult to extract 

information from speckled images. 

       

3. CURVELET TRANSFORM 

 
Curvelet transform (CT) is proposed by Candes and Donoho in 1999, its essence is derived from 

the ridge-wave theory [13][14]. In the foundation of single ridge-wave or local ridge wave 

transform, Curvelet transform is constructed to express the objects which have curved singular 

boundary, curvelet combines advantages of ridge wave which is suitable for expressing the points 

character and wavelet which is suitable for expressing the points character and take full advantage 

of multi scale analysis, it is suitable for large class of image processing problems. 

 
The Curvelet transform of function is written as, 

 

                                       〉〈= klijfkljc ,,,:),,( ϕ                                                         (4) 

  

Among which, klij ,,ϕ  is Curvelet coefficient, j,l,k are the parameters of scale.  Direction and 

position respectively. Wrapping round origin is the core of Wrapped based curvelet. It realizes 

one to one through the periodization technology in the affine region. Fast Digital Curvelet 

Transform via wrapping as follows [16]: 

 

1. Apply the 2D FFT and obtain fourier sample 2/,2/],,[ˆ
2121 nnnnnnf <≤−            
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2.  For each scale j and angle l, form the product ],[ˆ],[
~

2121, nnfnnU lj  

 

3. Wrap this product the origin and obtain 

 

                               ],[ˆ]),[
~

(],[
~

2121,21, nnfnnUWnnf ljlj =                                         (5) 

 

  Where the range for n1 and n2 is now 0≤n1< L1,j and 0≤n1< L2,j (for θ in the range (Π/4,- Π/4)) 

 

4. Apply the inverse 2D FFT to each 
ljf ,

~
, hence collecting  the discrete coefficients C

D
(j,l,k) 

 

5.  Practice has proved that traditional curvelet transform method has the phenomenon that 

it would appear slightly “Scratches” and “ringing” in the image which is dialed with by 

denoising and reconstruction. 

 

4. PROPOSED METHOD 

 
Corrupted image is initially divided into blocks and for each block variance is calculated to 

identify homogenous block in the image. In the uniform block signal variance will be very low 

compared with non uniform blocks in the image. Variance describes how far the values lie from 

mean. Low variance block is identified with their positions. The Flow chart of the proposed 

algorithm of is shown in (Fig .1).Particle Swarm optimization is initiated to provide threshold 

value for despeckling the image in the curvelet domain. The position of the minimum variance 

block found initially is used for each iteration of PSO [12]. The PSO tends to minimize the 

average power spectrum value of block the position obtained from the previous stage. This is 

found as the error between successive variance of the uniform block. The PSO is terminated when 

the error variance is zero or within a tolerable limit, thus providing a despeckled image 
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Figure.1. Flow Chart of the Proposed Method 
 

4.1 Variance Calculation  
 
Image is divided into 32X32 non-overlapping blocks and for each block the variance is 

calculated. Variance describes how far the current values are lie from mean. Variance is 

calculated using the formula, 

                                   ∑∑
= =

−=
R

i

C

j

BijB
RC

V
1 1

1
µ                                                            (6)   

 

Where µB is mean of the Block and R, C are sizes of the Block.  

 

4.2 Average Power Spectrum Value (APSV) 

 
Transforming image into frequency domain can analyse characteristics of the signal [19]. For a 

homogenous region pixel gray values are same, thus it contains low frequency component and 

lesser power spectrum value. The presence of noise will increase frequency component of the 

signal hence leads to increased average power spectrum value. For the 

image }1,0];,[{ −≤≤= Mjijiff , differential image is obtained using 

;1,0],1,[],[|],[ −≤≤−−= Mjijifjifjig translate the two diamensional differential signal 

into a one-diamensional signals 1,0],,[][ −≤≤=+ MjijigjMis ; Average power Spectrum 

value estimation of signal as follows: 
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1. Identified minimum variance block is divided into k segments 

                     }10];[][{)( −≤≤+== Nnnnsnxx k

k
 

2. Obtain 
)(k

x  FFT transform, }10);({)( −≤≤= Nnlxx
k  

3. The Power spectrum of each segment can be estimated as 

          }2/0);({ )()( NllPP kk ≤≤=  

4. The power spectrum of the L segments is estimated as: 

                    2/0;][
1

][
1

Nllp
L

lP
L

k

x ≤≤= ∑
=

 

 

4.3 Curvelet Transform Based Despeckling 

 
Apply the fdct-wrapping to the log transformed image to obtain multi-resolution and multi 

directional coefficients C{j}{l} where j is scale index and j=1,2,..5,l is direction index. All of the 

coefficients in the finest scale C{5}{l} are set to zero. In additive noise condition  we can get the 
shrinkage of the curvelet coefficient.  Curvelet Transform based despeckling is shown in figure.2 

for every coefficient C(i,j) within C{j}{l}, if |C(i,j)|>T, apply a 3X3 window to C(i,j), when there 

are more than two coefficients whose absolutely value is bigger than T in this window, these 
coefficients are marked as one, the others are marked as zero. After all the coefficients in 

C{j}{l}are marked, if C(i,j) is marked as one, it remains unchanged, or it shrinks based on 

threshold return by PSO. Then reconstructed image is obtained using inverse fdct-wrapping. 

Finally Antilogarithmic Transform is applied to get the despeckled image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure.2. Flow Chart of Curvelet Transform Based Despeckling 

    

4.4 Particle Swarm Optimization 

 
PSO was first proposed by Eberhart and Kennedy [15].This technique is a population based 

optimization problem solving algorithm. Specify the parameters in PSO such as population size 

(n), upper and lower bound values of problem space(xlow, xhigh), fitness function (J), maximum 
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and minimum velocity of particles (Vmax and Vmin, respectively), maximum and minimum 

inertia weights (Qmax and Qmin, respectively). 

 

1. Initialize n particles with random positions within upper and lower bound values of the 

problem space. 

 

2.  Evaluate the fitness function (J) of Average power spectrum value for each particle using  

the detected uniform area from the initial iterated image. For each particle, find the best 

position found by particle i call it Xpi and let the fitness value associated with it be 

Jpbesti. At first iteration, position of each particle and its fitness value of ith particle are 

set to Xpi and Jpbesti, respectively. 

 

3.  Find a best position found by swarm call it G which is the position that maximum fitness 

value is obtained. Let the fitness value associated with it be JGbest. To find G the 

following algorithm described by pseudo code is adopted.  
                   (At Initial iteration n set Jgbest =0) 

                                       For i = 1 to n do 

                                          If Jpbesti > Jgbest, then 
                                             G = Xpi, JGbest= Jpbesti 

                                        end; 

                 Update the inertia weight by following equation (10) 
 

                                iter
iter

QQ
QQ ×







 −
−=

max

minmax
max

                                                   (7) 

 

where Q is inertia weight, iter and itermax are the iteration count and maximum iteration, 

respectively. 

 

4. Update the velocity and position of each particle. For the particle i, the updated velocity 

and position can be determined by following equations 
 

          ( )( )[ ] ( )( )[ ]iterXGiterXXiterQViterV iiiptiii −+−+=+ 2211)()1( γαγα            (8) 

 

                         ( ) )1()(1 ++=+ iterViterXiterX iii                                                (9) 

 

5. Increment iteration for a step 

 

                                    (iter = iter+1)                                                                       (10) 

 

6. Stop if the convergence or stopping criteria (the error variance is zero or within a 

tolerable limit) are met, otherwise go to step 2. 

 

5. RESULTS AND DISCUSSION 
 
The Proposed algorithm is tested with standard image such as “Lena”, High resolution DRA X-
band SAR images, RADARSAT image data in Xuzhou, Jiangsu province, China, Oil field in 

Basra Iraq in Persian Gulf with intricacy roads and slander oil pipelines after multi look 

processing, Hulu Island area located in Liaoning province in China. The proposed algorithm uses 
threshold range from 0 to 0.7 for PSO optimization. The performance of the proposed algorithm 

is tested for various levels of noise corruption and compared with standard filters namely Median 
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filter, Lee filter, Frost filter, Kuan filter, Statistic Lee filter and gamma filter. Besides, visual 

inspection the assessment parameters that have been used to evaluate the speckle reduction 

performance are: 

 

5.1. Peak Signal to Noise Ratio 
 

Peak Signal to Noise Ratio can be calculated as, 

 

                       ( )∑ ∑
= =

−=
M

i

N

j

ijij IR
MN

MSE
1 1

21
                                                       (11) 

 

Where, I is the input image and R is recovered image and M, N is the size of the test image.  

                        





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g
PSNR

2

max

10log10                                                                     (12)  

Where, gmax=255, maximum gray level. 

 

5.2. Noise Mean Value (NMV), Noise Variance (NV) 

 
NV determines the contents of the speckle in the image. A lower variance gives a “cleaner” image 
as more speckle is reduced, although, it not necessarily depends on the intensity [17]. The 

formulas for the NMV, NV and NSD calculation are  

 

                                      ∑ ∑
= =
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R

r

C

c

d crI
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                                             (15) 
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Where R,C is the size of the de-speckled image (Id). On the other hand, the estimated noise 
variance is used to determine the amount of smoothing needed for each case for all filters. 

 

5.3. Equivalent Number of Looks (ENL) 

 
Another good approach of estimating the speckle noise level in a SAR image is to measure the 

ENL over a uniform image region [18]. A larger value of ENL usually corresponds to a better 

quantitative performance. The value of ENL also depends on the size of the tested region, 
theoretically a larger region will produces a higher ENL value than over a smaller region but it 

also tradeoff the accuracy of the readings. Due to the difficulty in identifying uniform areas in the 

image, we proposed to divide the image into smaller areas of 25x25 pixels, obtain the ENL for 

each of these smaller areas and finally take the average of these ENL values. The formula for the 

ENL calculation is   

  

                                                  
NS

NMV
ENL

2

=                                                 (16) 

 
The significance of obtaining ENL measurement in this work is to analyze the performance of the 

filter on the overall region as well as in smaller uniform regions. 
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Noisy Image Proposed Method 
 

 

 

 

 

 

 

 

                 

 

 
                          Figure.3 (a)                        Figure.3 (b) 

            

  Figure.3 (a) Noisy Image corrupted with 0.04 Variance (b) Proposed Method 

 

Table.1 PSNR Measurement for Lena Image 

 

 
Table 1 shows the PSNR measurement of Lena image for various level of noise corruption. From 

this Table 1 it is inferred that the proposed method gives better result compared to Other filtering 

techniques such as Lee filter, Kuan filter, Frost filter, gamma MAP filter, etc.   
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Figure. 4 PSNR Chart for Lena image 

 

Noise 

Variance 

Noise 

Image 

Median 

Filter 

Kuan 

Filter 

Lee 

Filter 

Statistic 

Lee  

Frost 

Filter 

GMAP 

Filter 

Proposed 

Method
[12] 

Proposed 

Method 

0.01 27.68 30.75 27.35 33.37 28.69 31.69 29.94 33.94 34.99 

0.02 24.71 29.03 26.62 31.87 26.94 29.56 29.20 32.79 33.43 

0.03 22.94 27.83 26.01 30.76 25.68 28.11 28.57     31.51 32.08 

0.04 21.71 26.85 25.46 29.88 24.72 27.05 28.02     30.79 31.08 

0.05 20.71 29.15 24.99 29.15 23.91 26.18 27.54     29.45 30.15 
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                  Fig.5.(a)                                               Fig.5.(b)                                   Fig.5.(c)      

           

                        

 

 

 

 

 

 

 

 

 

 

    

 

 

                  Fig.5.(d)                                          Fig.5.(e)                                           Fig.5.(f)                   

 

 

 

 

  

 

 

 

 

 

 

 

 

 

                      

                      Fig.5.(g)                                         Fig.5.(h)                                    Fig.5.(i) 

 

Figure.5 (a) Hulu Island area SAR Image (b) Median filtered image (c) Lee filter image (d) Kuan 
filtered image (e)statistical Lee filtered image (f) Frost filtered image (g) GMAP filtered image 

(h) Proposed Method[12] (i) Proposed Method 
 

Figure 3 is the PSNR chart for the table 1 these values are measure based on reference image. For 

no reference case Hulu Island area SAR Image in Liaoning province in China has been taken and 

its assement parameter value is shown in Table 2. 
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Noisy Image Input ImageInput ImageNoisy Image

Proposed MethodProposed Method Proposed MethodProposed Method

Table.2 Assessment Parameter Measurement for SAR images 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This proposed Algorithm is tested for various real time SAR image taken at various countries in 
various climate. Proposed algorithm is applied over some of the SAR images, like X-band SAR 

image, Oil field of Basra Iraq, RADAR SAT image for analyse. 
  
 

 

 

 

 

 

 

 

 

 

 

              Fig.6. (a)                               Fig.6.(b)                                    Fig.6.(c)                            Fig.6.(d) 

 

 

 

         

        

 

 

 

 

 

 

 

   

Fig.6. (e)                            Fig.6.(f)                                 Fig.6.(g)                              Fig.6.(g) 

  

Figure.6 (a) X-band SAR image(ENL=6.3298) (b)SAR image(ENL= 5.2805) (c)RADAR SAT 

image(ENL= 2.9178) (d)Oil field of  Basra Iraq(ENL=5.8487) (e)Despeckled Image of (a) 

15.9879) (g)Despeckled Image of (b)(ENL=10.6107)  (g)Despeckled Image of (c)(ENL=5.3918)  

(h)Despeckled Image of (d)(ENL=18.4895) 

 

 

       Methods 

Assessment Parameter 

(X-Band Geographical SAR Image) 

Noise Mean Value 

(NMV) 

Noise Variance 

(NV) 

 

ENL 

Noisy Image 61.7744 2386.3   11.9883 

Median Filter 61.2180 2139.3 15.9092 

Kuan Filter 61.0802 2213.7 17.0578 

Lee Filter 61.7501 2351.2 17.2436 

Statistic Lee Filter 61.4836  2269.1 15.5767 

Frost Filter 61.1681 2121.8 16.3475 

GMAP Filter 61.0633 2103.9 17.2388 

Proposed 

Method[12] 

60.9391 2098.7 17.4594 

Proposed Method 60.3181 2080.8 17.9657 
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Figure 6 depicts various SAR images and their corresponding despeckled image with their ENL. 

Higher ENL value shows that the despeckled image contains lesser speckle noise. 

 

CONCLUSION   

    
This paper illustrates that the proposed curvelet based despeckling algorithm using PSO performs 

much better in several aspects than other wavelet based method and filtering technique. Particle 
Swarm Optimization technique is used to minimize the Average Power Spectrum Value of 

uniform block. Average power spectrum Value measured in the homogenous block defines the 

amount of noise present in the image. Noise will be more, when APSV value is maximum. The 
proposed algorithm thus achieves better despeckling performance and edge preservation 

capability. Experimental results using real SAR images demonstrate that the proposed method can 

reduce the speckle to a great extent while preserving texture and strong radiometric scatter points.  
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