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ABSTRACT

We propose a novel regressive principle to Admission Control (AC) assisted by real-time passive QoS monitoring. This measurement-based AC scheme accepts flows by default, but based on the changes in the network QoS, it makes regressive decisions on the possible flow rejection, thus bringing cognition to the network path. The REgressive Admission Control (REAC) system consists of three modules performing the necessary tasks: QoS measurements, traffic identification, and the actual AC decision making and flow control. There are two major advantages with this new scheme; (i) significant optimization of the connection start-up phase, and (ii) continuous QoS knowledge of the accepted streams. In fact, the latter combined with the REAC decisions can enable guaranteed QoS without requiring any QoS support from the network. REAC was tested on a video streaming test bed and proved to have a timely and realistic match between the network's QoS and the video quality.
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1. INTRODUCTION

The current IP networks operate mostly on a best effort (BE) basis, where the communications quality of service (QoS) is not guaranteed. These networks typically operate well, if the network load is clearly below the network capacity. However, when operating near the network capacity, or in a congested state, all the users in the network suffer. This means that, even single user’s high-rate traffic flow can deteriorate the QoS for all the users in a network. On the other hand, provisioning resources for bursty traffic, leads to over-provisioning and under-utilization of the capacity.

There are various mechanisms developed for fixed and wireless networks to improve QoS including scheduling, queue management, QoS-based routing, and admission control (AC). Some of them can even guarantee QoS, but efficient resource management is a way more delicate task. Key components for the effectiveness of a QoS scheme are the end-to-end negotiations and setup, the bandwidth estimations, the resource reservation, and eventually the degree to which the network resources are utilized. So the downside is that, these methods are complicated and require extra features in the network elements, and often extra signaling. Because of these reasons, full, end-to-end QoS mechanisms are rarely used in practice. The simpler QoS mechanisms based on prioritization, like Differentiated Services (Diff Serv) in the core network side, or IEEE 802.11e in the WLAN, can provide QoS for certain types of traffic flows. However, these methods provide only statistic QoS, not guaranteed QoS, i.e., if there appears too much high-priority traffic, the performance of all the users will collapse, similarly as in the BE-based networks. Since the Internet traffic load is continuously increasing, more quality problems are expected in the future. Ironically, the applications causing high loads are the multimedia, which
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also have clear QoS requirements. The traditional data applications (file transfer, web surfing, email, etc.) are considerably more tolerant with changing network conditions. Thus, methods enabling guaranteed QoS are likely to be valuable in the near future.

The traditional methods for QoS and AC have not become general, mostly because they are either not providing guaranteed QoS, or they are computationally and operationally costly. We propose a new regressive AC scheme, in which all the flows are a priori accepted in the network, without any negotiations. In this sense, our work presents a novel approach among AC methods, making a straight comparison between different schemes difficult. This REgressive Admission Control (REAC) method keeps track of the QoS in the network path by continuous real-time passive QoS monitoring. In the case of QoS degradation, REAC’s QoS classification is either mapped to the network’s QoS classes, or just brute packet dropping is performed for the last arrived low priority flows, in order to keep most of the users satisfied.

The rest of the paper is structured as follows. Section 2 describes the idea of regression for AC and establishes the principles for the REAC design. Section 3 presents existing AC work and orients REAC to the global map of AC. Section 4 describes the REAC’s demonstration architecture. Section 5 describes the test bed and the measurement setup. Measurement results are presented in section 6. Section 7 concludes our work, and gives future directions.

2. REGRESSIVE ADMISSION CONTROL

Taking a step ahead from the traditional view of QoS networks, this paper follows an Everyman's right[1] approach to resource control. According to this traditional Finnish legal concept, every user is allowed the free right to access the environment’s resources without any prior permission. Having this advantage, the user is nevertheless obliged not to cause any damage or disturbance. The application of this principle to an AC design is proposed here for the first time, and is the novelty of this work. The result, i.e., REAC, is a cognitive system combining network monitoring, traffic identification, congestion control, resource handling, QoS, and intelligent decision making.

The aim is to limit the newest traffic flows in the network path in a way that the offered traffic load stays below the bounds that the network can handle. In this way, the users already enjoying a service in the network will have guaranteed QoS, and will be satisfied. If the new traffic flows endeavoring in to the network are likely to exceed the network capacity, they are treated differently than the flows already in the network. Normally, these extra flows would ruin the performance of all the multimedia users. Thus, what happens is that REAC does not even try to perform a complex end-to-end resource allocation, but instead, the edge routers individually make the decision for the flows, handling the network path as a black box. As REAC performs no reservation of resources, there is no wasted capacity with predefined traffic classes.

A high-level view of the REAC’s functionality is presented in Figure 1, where the AC policy keeps track of the flows’ QoS. For this, a continuous real-time QoS monitoring is enabled to the network path between the end points. The monitoring is passive, so it gives clear measures of how the application traffic is really performing over the network path, while at the same time the control overhead is kept low. If the controlled network path has a support for prioritization (e.g. Diff Serv), the REAC’s QoS classification is mapped to the network’s QoS classes, but if not or it is not known, just brute dropping (or selective dropping) is performed. In case of QoS degradation, the potential following actions consider the most recent flows with the lowest QoS class. REAC uses a traffic classifier module, capable of discovering the real-time flows requiring higher priority. Thus, this is also one solution to the fundamental problem of QoS, i.e., where to
perform the traffic classification. REAC can, of course, also act according to different, or even external, prioritization policies.

REAC provides a cognitive network management system. Its cognitive cycle includes:

- Information gathering: QoS and traffic type of flows,
- Decision making: Whether or not to act and how,
- Learning: Near history QoS behaviour trends,
- Actions: Locate and drop or lower the class of a flow.

Thus, with REAC, it is possible to maintain most of the users satisfied, i.e., to guarantee QoS for a number of flows. The users getting no service can try later again, and perhaps then, they will be let in to enjoy the guaranteed quality. This thinking is also similar to the well-known policy in POTS (Plain Old Telephone System), where users already in the system will enjoy good quality, while the new callers, in the case of congestion, are blocked. Restricting the number of flows, or even knowing the maximum number of flows, is not a trivial task in a packet switched network. This is where REAC shows its best advantage working in a regressive way: first try and then, if necessary, back off. In the worst case, this trying can cause very short-term congestion, nevertheless not to the point where the network would collapse. This is still a more gentle way than active capacity measurement, creating extra test traffic to the network, being used by many AC schemes.

3. RELATED WORK

As related work to REAC, the various methods for AC can be considered, while the topic has been widely studied since the 90’s. This area has continued to gain attention and development, because of the network convergence and cognition. The new era in AC methods considers and combines many aspects of cognition both from network and user side i.e. flow fairness, Quality of Experience (QoE), and service level agreements (SLAs)[2], [3].

The AC methods can coarsely be classified as proactive (parameter based) or reactive (measurement based). In parameter-based admission control (PBAC) schemes, the flow admittance/denial is based on some analytical assessment of flows given a priori flow and system characteristics [4], [5]. PBAC’s main drawback is that early flow characterization cannot always
be accurate, while the traffic models assumed are usually simplified and cannot capture the flow dynamics, as in the case of compressed video. Additionally, information of the system capabilities and e.g., the probability of buffer overflow are required, so the relationship between the traffic load and the queue length distribution has to be derived. This task is generally considered non-trivial, and a number of work in this area [6], [7] resort to a buffer-less router assumption, which is not realistic. The good side of PBAC schemes is that they can be analysed and compared using formal methods, whereas MBAC can only be quantitatively compared through experiments on simulated or real networks.

In the measurement-based admission control (MBAC), the feedback from the network can be collected with either active or passive monitoring[5], [8], [9], [10].MBAC measures typically the actual traffic load, to dynamically adjust the AC parameters. This is why MBAC controllers are more robust with respect to the accuracy of the traffic model, although they are compromised by the statistical variation of the measurements. When designing MBAC, the challenge is to calculate the acceptance region in a way that the network can tolerate traffic bursts. The peak rates have to be known or assumed; otherwise token bucket filters are necessary. It is then usual to identify maximal target utilization for resource reservation, whose apparent trade-off is the under-utilization of the capacity. Another disadvantage is that, since MBAC needs to be tuned depending on the network settings and the traffic scenario, it may give an excellent performance under one scenario, but an inadequate performance in another. To this problem a new MBAC solution in [11], is proposed by including a Knowledge Plane to the measurement algorithm, to maintain a broad view of the link behaviour, and predict the expected QoS to admit the flows to the network. In the method in [12] the rejected flows may decide to wait and try again after a given time-interval.

Hybrid approaches have also been developed to address the problems presented in parameter and measurement based methods. Examples include Experience Based Admission Control (EBAC) [13], and Measurement Based and a priori Traffic Descriptor Admission Control (MTAC) [14]. Both methods utilize measurements taken from the network, and knowledge of traffic descriptors to predict future bandwidth requirements. Recent hybrid approach [15] deploys Policy-Based Network Management (PBNM) techniques, resulting in an improved control and network utilization as a whole, thus eliminating the need to configure and manage each network entity separately.

Fairness is an issue typically not considered by AC, when traffic is managed into aggregates. Schemes that attempt to render a fair share of resources within the traffic aggregate e.g., [16] apply queue control functions and additional QoS router’s state calculation, which increase the overhead considerably. In the latest work around fairness issue [12], an algorithm is developed that guarantees both fair occupancy and optimal usage of the resources. Typically, many AC methods are coupled with Diff Serv[17], [18], which offers the scalability advantage of manipulating traffic aggregates, but cannot alone resolve the congestion problem, as it does not have any control on the traffic load entering the network.

### 3.1 Comparing REAC with Previous Work

It is interesting to position REAC with respect to the existing paradigms and compare the findings: REAC is a distributed, measurement-based system, belonging to MBAC category. The main difference between REAC and the reactive schemes is that the congestion feedback is not generated by the traffic itself via e.g. lost packets count or missing ACKs, but rendered by an external entity, i.e., the passive measurements tool for QoS-level estimation purposes, leaving the traffic untouched.
The conceptual difference between REAC and traditional AC is shown in Figure 2. Traditional AC enforces an admission decision upon each client arrival, as depicted in Figure 2a. The traditional methods perform capacity estimation or even an end-to-end negotiation for the AC decision, adding also some extra delay[9],[10]. In Figure 2b, the REAC decision is not tied to the arrival event and all the flows are admitted to the network; it rather monitors the QoS level in frequent intervals. Whenever the measurement indicates that the quality drops below a given threshold, REAC initiates a decision-making process to locate the latest flow with lowest priority to be sacrificed in order to improve the QoS of the other flows. Thus, the AC decision is neither proactive nor reactive; it is regressive.

4. THE REAC ARCHITECTURE

The REAC’s demonstration architecture, shown in Figure 3 consists of three modules, i.e.,

- the QoS measurement tool, for passive end-to-end QoS measurements
- the traffic classification (TC) tool, for traffic identification and classification
- the REAC controller, which contains the REAC’s core, i.e., the intelligence for applying the AC policy.

4.1 QoS Measurement Tool

As a QoS measurement tool, VTT’s Qosmet is used. Qosmet is a lightweight and scalable passive monitoring solution and it is developed independently of REAC. Its role is to conduct end-to-end measurements of traffic statistics and QoS statistics such as average delay, jitter, packet loss, connection break duration, etc., in both communicating directions of IP networks. Qosmet is fully controllable remotely via its QMCP (QoS Measurement Control Protocol) interface, being able to convey the measurement results to third party software (SW), or even being directly controlled by a third party SW (e.g. the REAC controller). In REAC, Qosmet must perform the QoS
measurements between the controlled network path endpoints. More information of Qosmet can be found e.g., from [19] and [20].

4.2 Traffic Classification

VTT’s two-phased Traffic Classification tool (TC) performs a robust traffic classification utilizing statistical characteristics of the flows. Flows are classified in two stages, i.e., during the connection establishment and at a later point, to improve the classification accuracy. TC provides REAC with information regarding the flow type and status; active or inactive. It can also be directly controlled by REAC. More information of TC can be found e.g., from [21].

4.3 The REAC Controller

The REAC controller consists of three processing components and the two repositories, as shown Figure 3. The REAC controller exploits the information conveyed by Qosmet and TC to implement the AC logic. The QMCP message processor parses the measurement results and updates the QoS repository. The repository holds sets of QoS values and updates them in a rolling manner, i.e., every new set of values replaces the oldest one in the repository. The TC message processor parses the TC messages and updates the Flow Repository, which holds one registry per flow consisting of the flow identification and status. The Flow Repository update is done in a way that for a new flow a registry is added, the terminated flow registries are removed, and the rest gets a status and age update. The AC policy is the core of the AC controller, described separately in the next section.

4.4 The AC Policy

The AC policy module implements the REAC logic. The purpose of the logic is to monitor the QoS-level variation and to estimate when the QoS-level decrease affects the quality of the high priority applications. Upon such an indication, the system first traces the suspect flow(s), and the neither drops packets of these flows, or decreases the flow priority using e.g. Differentiated Services Code Point (DSCP) marks. Alternative methods to treat the flows may be also included, depending on the capabilities of the controlled network path. REAC does not assume the knowledge of the controlled network path capabilities, but instead, it tracks one of the most important QoS metrics: delay. The focus is on the temporal variation of the delay, averaged over a period of the last \( n \) updating intervals aka “measurement window”. Delay is a metric which reflects well the status of the network: steady and low delay is an indication of good network conditions, while high, and often highly variable, delay is an indication of congestion. Further, an increasing delay can be an indication of upcoming network congestion, leaving room for prediction. In several other MBAC works, the monitoring is based on a windowed time, e.g., in[8], [22], [23], where the last two also use delay as a metric for decision making.

The average packet delay got from the measurement tool (e.g., once in a second) is fed through a sliding arithmetic mean calculation (from now on referred to as \( \text{mean} \)), with a window of size \( \text{qos}_{\text{history}} \). The calculation of the sliding arithmetic mean is shown in Figure 4. The window size expresses how much history REAC takes into account in evaluating the QoS level. We remind that this is also the size of the QoS repository; hence the QoS-level estimation takes into account the last \( \text{qos}_{\text{history}} \) values.
There is a strong relation between delay characteristics and network utilization[24] when the network reaches the point of congestion. Chen et al. stated in their work [25] that human factors and technology attributes have revealed that i.e. delay can render the application requirements such as for video. Furthermore, delay variation can be accurately matched to network events such as the entrance of a new flow or a network DoS (Denial-of-Service) attack. One should notice that besides delay, other metrics could also be used. In fact, one could use a combination of metrics, and even metrics that perform pseudo-subjective analysis of the quality. An example of such metrics is PSQA (Pseudo-Subjective Quality Assessment)[26], or the more recent QQoSM (Generic QoS Measure), which is still under development by VTT. Both of the mentioned QoE related metrics can be calculated with Qosmet.

The REAC logic is implemented by a Finite State Machine(FSM), as depicted in Figure 5. The FSM has five states, namely: SETUP, NORMAL, ALERT, PREDICT, and ACTION, described next. The relation between the FSM states and mean delay is presented also in Figure 4. The FSM operation is synchronized to the arrival and processing of the QoS samples.

![Figure 4. Sliding arithmetic mean of the average packet delay](image)

**The SETUP state**

During the SETUP state, the system fills its repositories. The aim is to collect sufficient QoS history before the actual REAC operation starts. The duration of this state is longer than the `qos_history`, in order to allow the system to obtain stable values. This justifies the use of `rounds`, e.g. 10. The `qos_history` is an input parameter to the system. The next to SETUP states are either SETUP, or NORMAL. The algorithm of the SETUP state is shown in Algorithm 1.
Algorithm 1

--- The SETUP state ---

Require: qos_history > 0; rounds > 0

samples = 0;
if (++samples == qos_history * rounds) then
    new_mean = calculate_mean();
    state = NORMAL;
end if

--- The NORMAL state ---

When the system is in NORMAL state, it calculates the mean delay over the qos_history window, from the values stored in the QoS repository. The current mean is compared to the previous; if their quotient exceeds a certain percentage (in REAC relative_delay_threshold, “threshold” in Figure 5), the system increases an alerts counter to indicate this excess, and enters the ALERT state. Otherwise, it remains in the NORMAL state, and decreases the alerts counter, if this is non-zero. The relative_delay_threshold is an input parameter to REAC, greater than 1. This means that we allow for an up to exponential growth of the mean before entering the ALERT state. The justification of this claim follows in the Appendix.

The next to NORMAL states are either NORMAL, ALERT, or ACTION. If delay just increases steadily and slowly enough, it is possible that the detection system does not notice the upcoming congestion. In order to react to this special case, there must be also a cold check for the absolute mean delay value. This is done by comparing mean delay with the delay value that represents the highest point of acceptable before e.g. the bottleneck collapses. This value, namely delay_ceiling in REAC, expresses the network tolerance and is an absolute limit as opposed to e.g. relative_delay_threshold, which is a percentage. It is network dependent and can be identified by active network measurements, before the REAC deployment. In our implementation it was identified to be roughly 40 milliseconds. The check of mean delay against the delay_ceiling must be positive max_excess times (not react instantly to a single traffic peak), before the system proceeds to ACTION. The algorithm of the NORMAL state is shown in Algorithm 2.

Algorithm 2

--- The NORMAL state ---

old_mean = new_mean;
new_mean = calculate_mean();
if (new_mean / old_mean > relative_delay_threshold) then
    ++ alerts;
    state = ALERT;
else if (alerts > 0) then
    -- alerts;
end if
if (new_mean > delay_ceiling) then
    if (++excess == max_excess) then
        excess = 0;
        state = ACTION;
    end if
else
    excess = 0;
end if
The ALERT state

The system maintains its ALERT state whilst the mean delay increase remains over the `relative_delay_threshold`. Every such increase produces an alert. When a number of `max_alerts` reached, the system resets the counter and enters a new state, namely PREDICT. The `max_alerts` is an input parameter to the REAC system, in order to get some knowledge about the system operation before going to PREDICT state. If the increase rate stays below the `relative_delay_threshold`, the algorithm may revert to the NORMAL state, leaving the `alerts` counter unmodified. The counter will be gradually reduced while the system continues in the NORMAL state, which means that REAC can forget the previous shock gradually. Whether or not the next state will be the NORMAL depends as well on the mean delay. In addition, in ALERT state, there is a similar check with the absolute mean delay with the `delay_ceiling` as in the NORMAL state, in order to cause an immediate action to ensure that (i) high congestion has not gradually built up without triggering any alarms, or (ii) sufficient action was taken during the ACTION state. The, next to ALERT, states are either NORMAL, ALERT, PREDICT, or ACTION. The algorithm of the ALERT state is shown in Algorithm 3.

```
Algorithm 3 The ALERT state
old_mean = new_mean;
new_mean = calculate_mean();
if (new_mean / old_mean < relative_delay_threshold) then
  if (new_mean > delay_ceiling) then
    if (++ excess == max_excess) then
      excess = 0;
      state = ACTION;
    end if
  else
    excess = 0;
    state = NORMAL;
  end if
else if (++ alerts == max_alerts) then
  alerts = 0;
  state = PREDICT;
end if
```

The PREDICT state

The system transits to the PREDICT state because the mean delay has kept increasing for at least a period of `max_alerts` intervals. After sequential `max_alerts`, REAC evaluates the mean delay with respect to the `delay_ceiling`. Instead of comparing the two values, REAC makes a projection into the future of its current behaviour. The prediction assumes that, since the mean delay has been increasing in a faster-than-exponential way during the last updating intervals, it will keep the same tendency. The purpose for such a prediction is to give the system some self-knowledge, and the possibility to diagnose whether its current state is pathological, or not. If the mean delay stops increasing exponentially, the system increases a `false_alarms` counter. It allows for `max_predictions` to happen, before considering that the shock period is finished, and revert back to NORMAL state. On the other hand, if the prediction shows that in the next interval the system will have surpassed the ceiling, it immediately enters the ACTION state. The, next to PREDICT, states are NORMAL, PREDICT, or ACTION. The algorithm of the PREDICT state is shown in Algorithm 4.
Algorithm 4 The PREDICT state

old_mean = new_mean;
new_mean = predict_mean();

if(new_mean > delay_ceiling) then
    state = ACTION;
else if (++false_alarms == max_predictions) then
    false_alarms = 0;
    state = NORMAL;
end if

The ACTION state

In the ACTION state, the system invokes a process for tracking down the suspect flow, i.e., latest flow with lowest priority. In order for this to be feasible, the Flow Repository has to be non-empty; otherwise no action can be taken, and the system reverts back to the NORMAL state. REAC makes the following assumptions regarding the suspected flow: (i) it has not entered later than the PREDICT state, (ii) it is not treated during previous ACTION state or (iii) it does not belong to the protected flows e.g. QMCP and NTP (Network Time Protocol for time synchronization).

Taking an action over the suspect practically means that the client's traffic (of that single application, responsible of the suspect flow) will either be dropped (BE network) or marked (prioritization-enabled network). The dropping or marking rules are composed and given to the edge node's configuration in real time. After the appropriate action over the suspect has been taken, the system enters the ALERT state, and expects to see that the mean delay has stopped increasing with an exponential rate. If the system is still congested after dropping or marking the suspected flow, delay_ceiling will be used as limit for instantly re-entering the ACTION state. In some cases it is not sufficient to terminate just one flow, hence also other flows need to be dropped or put to lower priority in order to alleviate the congestion. Next to ACTION, state is ALERT and NORMAL. The algorithm of the ACTION state is shown in Algorithm 5

Algorithm 5 The ACTION state

if(Flow repository.empty()) then
    state = NORMAL;
else
    find suspect();
    if(target_action == DSCP) then
        mark_suspect_flow();
    else if(target_action == DROP) then
        discard_suspect_flow();
    end if
    state = ALERT;
end if
false_alarms = 0
5. TEST BED AND MEASUREMENT SETUP

REAC was implemented and validated in a test bed setup in the VTT’s Converging Networks Laboratory [27]. Figure 6 illustrates the development and testing platform with three network entities, i.e., a core network, a router network with REAC and an access network. All other connections are 100 Mbps full-duplex links, except the bottleneck between the Cisco 3600 and the edge router, which is restricted to 10 Mbps (full-duplex), in order to more easily congest the network for the testing purposes.

The core network comprises of the video server using Windows XP and a traffic generator (TG) running on Linux (Ubuntu). The router network consists of core (CR) and edge (ER) routers running Linux (RedHat), and a Cisco 3600 router. CR carries the intelligence with the REAC module that gathers information from TC and Qosmet measurement agents. The access network consists of a number of clients, i.e. in our case 3 Windows XP clients, each consuming one or more UDP video streams. The Edge and Core routers are synchronized with NTP in order to be able to calculate one way delay. The NTP’s accuracy is on the order of 1–10 milliseconds, but it is enough for detecting congestion. The test bed measurements were conducted according to two scenarios described next.

5.1 Measurement Setup for the Proof of Concept Scenario

First scenario is a proof of concept (POC) for REAC. We measured a number of high-priority video clients along with artificially generated low-priority traffic (by D-ITG [28]) to congest the network. POC scenario imitates a case, where a single high-rate flow dominates the load of the network path, being similar also to a network DoS attack situation. Compressed low quality (500 kbps–1 Mbps) and high quality (2 Mbps–4 Mbps) videos were entering the network periodically in turns, according to the timing diagram depicted in Figure 7. The first video streaming started after a 30 seconds idle period. Every new video was streamed for 60 seconds before entering the high-rate burst. The bursts had duration of 30 seconds. After the burst was ended, 60 seconds was waited before entering a new video. Altogether five videos were entered to the network, of which 3 were low quality and 2 high quality.

Figure 7. Proof of concept scenario timing diagram
Measurements were carried out for the different network path setups: (i) pure BE, (ii) DiffServ with DSCP marks, (iii) REAC over BE (packet dropping), and (iv) REAC over DiffServ (DSCP marks). Each measurement was run four times to gain statistical certainty for the results. This was enough, since the test scenario is sufficiently static.

5.2 Measurement Setup for High Priority Dilemma Scenario

In the second scenario, the video clients enter the network one-by-one at random times with exponentially distributed inter-arrival times. The distribution mean is 10 seconds with a maximum of 100 seconds. Eventually, the system is pushed at its extreme with more high-priority clients that the system can tolerate. The videos, obviously, would be of high priority, while there are too many of them for the network. Hence, we call this scenario as the High Priority Dilemma scenario. Videos entering the system are similar to what is used in the POC scenario; the low and high quality videos are streamed in turns. For the bottleneck link that we were using (10 Mbps), 8 videos consisting of 4 low and 4 high quality videos, were enough to cause a serious congestion. Measurements were performed for three different path setups: (i) pure BE, (ii) REAC over BE (packet dropping), and (iii) REAC over DiffServ (DSCP marks). Measurements for each path were performed ten times to gain statistical certainty. This scenario needed more repetitions because of the random arrival of clients. This is an interesting scenario where DiffServ fails, since all the flows are of high priority. As a results, since DiffServ performs equally to the BE path, the results of DiffServ path are not reported.

6. MEASUREMENT RESULTS

6.1 On the Performance Metrics

To evaluate the performance of REAC, we used the application level QoS information, along with QoE subjective analysis, because the end-user experience is what eventually matters. Subjective tests were carried out by means of real users observing the video quality. Even a limited number of test users was enough to draw conclusions, especially, since the results seen later have significant differences between the different AC methods. QoE can be measured in numerous ways, but in this work Mean Opinion Score (MOS) was used, that indicates the average opinion score of a group of users. The scale of MOS is often between 1 and 5 where the numbers present a verbal counterpart of the perceived quality [29]. In this work we used absolute category rating (ACR) where 5 stands for “excellent”, and 1 for “unusable” quality. Value 3 represents a midpoint value where the quality is, on the average, fair, but impairments are already slightly annoying, being not suitable for long time use. From the real-time runs, we recorded the average quality, but also – what is perhaps more important – the percentage of time that the quality was tolerable for longer use (> 3), and when it was not (< 3).

One has to notice that there are a number of videos injected to the network. The user observes the quality of the first video flow that provides a good view of the overall performance, since, when e.g., in a BE network congestion occurs, all the flows will suffer. In addition to the subjective quality, delay is measured, as is its standard deviation (one form of jitter). Also the percentage of the total time the delay ceiling (40ms in the test bed, explained in section 4.4) is exceeded is measured.

Utilization, average throughput and control overhead are also important metrics. When considering the utilization of different cases, we calculated first the normalized average throughput $S_{avg}$, i.e., the amount of routed data traffic per time unit, over the whole measurement. Normalization is done to the nominal maximum data rate of the network path, $D_{r, max}$, which now
is 10 Mbits. Maximum utilization \( U_{\text{max}} \) in Equation 1, and delay under the maximum utilization periods, i.e., congestion delay \( d_c \), in Equation 2, were calculated over the time when the total offered load \( G_{\text{tot}} \) exceeded the bottleneck link capacity. Control overhead \( C_n \), which is, in practice, Qosmet’s load, is simply the Qosmet’s calculated load normalized to the total load. Utilization is calculated as

\[
U_{\text{max}} = \frac{\sum_{d_n > d_{\text{r-max}}} (T_n - O_n)}{\sum_{d_n > d_{\text{r-max}}} (N)}
\]

(1)

where \( T_n \) and \( O_n \) represents measured throughput and offered (total) load samples \( n \), respectively. \( N \) expresses the number of samples \( n \). In BE and DiffServ paths, always. Congestion delay is calculated as

\[
d_c = \frac{\sum_{d_n > d_{\text{r-max}}} (d_n)}{\sum_{d_n > d_{\text{r-max}}} (N)}
\]

(2)

where \( d_n \) represents measured delay samples \( n \).

6.2 Measurement Results of the POC Scenario

Exemplary snapshots of single measurement runs, showing the video delay behavior and comparisons for the POC scenario are presented in Figure 8. Table I shows average results collected over all the measurement runs of POC scenario. Note that since the measurements are carried on the fly, the averages in the table are averages over time and also over different runs. Thus, for instance, delay standard deviation (Delay St.Dev.) presented in Table I is not the deviation between different runs, but deviation of delay samples during the measurement run averaged over all the runs.

The measured delay for the pure best effort path with sequential video streams and artificial high-rate BE traffic bursts is shown in Figure 8a. The BE path suffers from long delay periods, when the big burst of artificial traffic enters. When having all the 5 multimedia streams running, the overall bit rate of the videos start to exceed the network path capacity and there is a lot of fluctuation observed in delay behavior. During the subjective evaluations, it was noticed (not shown) that when high delay was measured, the quality of all videos gets unsatisfactory. The overall average delay for BE path is 23 milliseconds, which is twice the delay compared to REAC cases as noticed in Table I. Even though the overall subjective score (MOS) is 4.3, being acceptable, the subjective quality is poor ~ 16% of the time, which is a very high value. This tells that the congestion, observed as a high delay values, reflects to the subjective quality as well.
regardless of the network path delays, but it is evident, when observing the results in Table I, that there is a short delay spike in the beginning, which represents the time it takes from REAC to direct prioritization, and there is no delay spike when the BE traffic enters the network path. REAC is capable of enabling guaranteed QoS for a subset of the aggregate of traffic flows, using the novel AC policy, and as an aggregate, do not exceed the network path capacity. In our 10 Mbit/s test scenarios, REAC was able to guarantee good quality for approximately two low-quality and two high-quality videos. The REAC’s better performance can be seen already in the behaviour of the delays, but it is evident, when observing the results in Table I. The subjective quality is poor only about 2-3% of the time, depending on the REAC method, being clearly better than with DiffServ, and considerably better when compared to the pure BE path. The difference between REAC dropping and marking performances is not very notable in the POC scenario, as observed from Table I. REAC is capable of enabling guaranteed QoS for a subset of the aggregate of traffic regardless of the network path’s support for prioritization.
Table I. Averaged subjective quality and delay values in POC scenario.

<table>
<thead>
<tr>
<th></th>
<th>pureBE</th>
<th>DiffServ</th>
<th>REAC-drop</th>
<th>REAC-mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective score (MOS)</td>
<td>4.3</td>
<td>4.6</td>
<td>4.8</td>
<td>4.8</td>
</tr>
<tr>
<td>% of time good quality</td>
<td>73.4</td>
<td>87.3</td>
<td>91.6</td>
<td>91.5</td>
</tr>
<tr>
<td>% of time intolerable quality</td>
<td>15.9</td>
<td>8.0</td>
<td>3.1</td>
<td>1.9</td>
</tr>
<tr>
<td>Delay [ms]</td>
<td>23.2</td>
<td>11.1</td>
<td>10.7</td>
<td>12.2</td>
</tr>
<tr>
<td>Delay St. Dev. [ms]</td>
<td>34.1</td>
<td>21.0</td>
<td>20.4</td>
<td>20.1</td>
</tr>
<tr>
<td>% of time above threshold</td>
<td>28.0</td>
<td>10.7</td>
<td>10.2</td>
<td>11.4</td>
</tr>
</tbody>
</table>

6.3 Measurement Results of High Priority Dilemma Scenario

In the second scenario, we are pushing the network to its extreme by introducing the network with more high-priority video flows than it can handle. In this kind of scenario, where all the users are of high-priority type, the performance of DiffServ path equals the BE path. Thus, we leave the DiffServ path out and put the focus only to the BE path as a point of comparison.

An exemplary snapshot of a single case over the pure BE path is shown in Figure 9a. The BE path is able to handle, with a reasonable quality, an aggregate of 5 videos. After the 6th video enters, the delay starts to fluctuate heavily. At this point during the tests it was also visually observed that all the videos start to suffer from bad quality. This means that these extra flows ruin the performance of all the multimedia users.

In the REAC case, our AC module ensures that the most of the videos will keep on enjoying the good quality, even though the total offered traffic load exceeds the capacity. When exceeding the capacity, the Qosmet monitoring solution quickly notices the QoS degradation, and the AC module can react within a couple of seconds, making no notable damage to the existing users in the network. This can be seen in the snapshots of the delay behavior in Figure 9b and Figure 9c, being very different from that of the BE path case. For a reader, please notice that as the runs are independent random measurement runs, the videos arrive at different points at different runs, hindering the direct visual comparison.
As seen in Table II, throughout the averaged measurement sets, the subjective quality is poor only < 2% of the time in both REAC dropping and marking methods, while the BE suffers bad quality ~ 16% of time. Also, REAC cases allow the quality to be at good level > 92% of time, while only about 50% is achieved with the BE case. While it was not a surprise that REAC outperforms the BE case, the results clearly show that REAC can be used to give guarantees to quality. Further, it must be recalled that the got results for REAC are got with a single set of many available parameters. For example, if one wishes to cut the percentage of time that the user is experiencing bad quality, one could, e.g., reduce the delay_ceiling, and/or max_excess values, that are explained in section 4.4. As a consequence, this could also cut the number of videos for whom the good quality can be guaranteed. Therefore, setting these parameters is balancing between, how much disturbance is allowed, against for, how many users the quality is to be guaranteed. After entering maximum amount of videos (8) into the network, REAC cases were able to guarantee good quality from 3 to 4 users, compared to zero guaranteed users in pure BE path, as seen in Table II.

As it was seen also in POC scenario (Table I), the measured average delay (Table II) in the dropping case is slightly smaller than in the DiffServ marking case. This relates to the implementation of DiffServ mechanism in the routers of our test bed. In the dropping case, the flows are really dropped before they enter to the network path, i.e., they never enter the congestion point. In the mark case, however, all the traffic is allowed to enter the network until to the point of congestion, which is the Cisco3600 router. The router will execute the queue policies for the packets based on their DSCP value and its DiffServ setup. This requires some effort from the router, and the overall delay level is measurably increased.
6.4 Considering REAC’s Overhead and Network Utilization

AC mechanisms always bring some overhead with the methods they are using, e.g., for measurements and control policies, and this is one of their drawbacks. In the REAC scheme, however, the information about network conditions is rendered by an external entity, i.e., the measurement tool, and there is no other control overhead needed. Another drawback of some AC schemes is the decision delay, which however, in REAC case, because of the regressive operation, is zero for the flows who will be allowed to continue as high-priority flows.

A snapshot of Qosmet’s control load characteristics in REAC usage compared to total load in POC scenario, REAC dropping case, is presented in Figure 10. We see that Qosmet’s load seems to somewhat follow the total load, which is caused by the internal functionality of Qosmet. Still, overall Qosmet’s load is only a fraction of the total load (Table III).

![Figure 10. Qosmet load vs. total load [kb/s] in POC scenario](image)

Table III. POC scenario utilization.

<table>
<thead>
<tr>
<th></th>
<th>pureBE</th>
<th>DiffServ</th>
<th>REAC-drop</th>
<th>REAC-mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control overhead</td>
<td>-</td>
<td>-</td>
<td>0.014</td>
<td>0.010</td>
</tr>
<tr>
<td>Avg. throughput</td>
<td>0.558</td>
<td>0.564</td>
<td>0.375</td>
<td>0.558</td>
</tr>
<tr>
<td>Max. utilization</td>
<td>0.973</td>
<td>0.970</td>
<td>0.451</td>
<td>0.972</td>
</tr>
<tr>
<td>Congestion delay [ms]</td>
<td>67.3</td>
<td>21.8</td>
<td>22.0</td>
<td>23.6</td>
</tr>
</tbody>
</table>

Table IV. High priority dilemma scenario utilization.

<table>
<thead>
<tr>
<th></th>
<th>pureBE / DiffServ</th>
<th>REAC-drop</th>
<th>REAC-mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control overhead</td>
<td>-</td>
<td>0.014</td>
<td>0.011</td>
</tr>
<tr>
<td>Avg. throughput</td>
<td>0.767</td>
<td>0.501</td>
<td>0.733</td>
</tr>
<tr>
<td>Max. utilization</td>
<td>0.950</td>
<td>0.671</td>
<td>0.967</td>
</tr>
<tr>
<td>Congestion delay [ms]</td>
<td>75.9</td>
<td>19.6</td>
<td>27.2</td>
</tr>
</tbody>
</table>

The control overhead is between 1.0 – 1.4% over all the REAC cases as seen in Table III and Table IV, being reasonable. When considering average throughputs, there are no significant differences between pure BE, DiffServ and REAC marking cases. However, REAC-drop gives considerably lower throughput than the other cases, which is, naturally, caused by the fact that the excess flows are completely dropped before entering the network path. This, unfortunately, leads also to low maximum utilization. We must, however, recall that this test case is pessimistic for REAC-drop path, since the traffic load of a single flow is high when compared to the $D_{e,max}$ leading easily to a situation, where high utilization rates cannot be achieved. Then again, REAC marking shows very good performance when observing maximum utilization: the got values, $\approx 0.97$ are very high values taking into account that many AC schemes suffer from low utilization. The biggest differences are shown in the congestion delay, where REAC paths achieve clearly the lowest values, meaning that REAC is able to fight against congestions.
7. CONCLUSIONS

We presented a new principle for AC, i.e., regression, according to which the network unconditionally accepts new flows, but evaluates their impact upon existing clients, in order to perform the AC decisions. Regression allows instant access of new flows without a need of waiting a decision. REAC is also able to bring QoS for a limited number of flows, even in a network path which does not support any QoS methods. The basic policy favors old flows over the new ones (in the case they have the same priority class), being similar to well proven and accepted policy in the POTS. From the implementation point of view an advantage of the presented REAC is that we measure only the aggregate of flows, and thus generate much less calculations, data to process, and overhead than for having a separate measurement for each flow. REAC handles the network path as a black box with extra intelligence added only to the network path edges. A drawback, naturally, is the implementation of the logic on the edges, but as modifications are needed only there, the overhead is comparable to the many alternative AC schemes, some of which might even assume participation from every router in the network.

We introduced a technology demonstration implementation of REAC, and performed test bed experiments that proved REAC to be effective and robust. The effectiveness of REAC is greatly dependent on the accuracy of the measurements, and of the applied admission policy and logic. In the tests, we only used the delay as the metric to do the decisions. It worked very well, but there might be some cases where it does not, considering e.g., that one-way delay needs good clock synchronization, which cannot be always provided. Thus, besides delay, other metrics can be identified and used to determine the quality of the path.

8. FUTURE WORK

This paper presents the first results of the REAC system. In the future work, links of higher speed need to be inserted into the test bed, and the system needs to be tested in a larger scale, and by measuring the quality of all the high-priority flows e.g., with pseudo-subjective metrics. Also, different kind of traffic types are needed to better approximate real active networks. Also, it would be interesting to compare REAC directly with other AC methods.

The measurement overhead of REAC cannot be either neglected, but so far the pros seem to be much stronger than the cons. As a side product, REAC can be used to guarantee performance for certain important applications and/or users. In this we mean something beyond classification of traffic flows to high-priority multimedia vs. background data transmission, i.e., REAC could be used to enable guarantee of delivery of some vital information, e.g., emergency calls, or other similar data in public authority networks or even in military communications networks.

9. APPENDIX: FORMAL JUSTIFICATION

Our construction is based on a delay sequence \( \{d_1,...,d_n\} \) being defined on the equidistant time instances \( \{t_1,...,t_n\} \), \( t_{i+1} - t_i = \Delta t \), and measuring the sliding arithmetic mean of the delay. In the NORMAL state we consider that

\[
d_{n+1} \leq h_n d_n
\]

where \( h_n > 1 \) denotes the relative_delay_threshold; in the general case \( h_n \) can be time dependent, therefore the notation. It is straightforward to compute

\[
d_{n+1} - d_n \leq (h_n - 1)d_n
\]
which, due to Taylor series expansion, about the point \( t^n \) with \( \Delta t = 1 \), constitutes a first order discrete approximation of the following differential inequality

\[
d'(t) \leq (h(t) - 1)d(t)
\]

at \( t = t^n \), where \( d(\cdot) \) is a continuously differentiable interpolation of the delay sequence \( \{d_1, ..., d_n\} \) and \( h(\cdot) \) a continuous interpolate of the relative delay threshold sequence \( \{h_1, ..., h_n\} \).

We assume that \( d'(t) \leq (h(t) - 1)d(t) \) for every \( t \in (t_n, t_{n+1}) \). We note that \( h(t) \geq 1 \) so that the solution of the differential inequality can be given by the Gronwall’s theorem

\[
d(t) \leq d(t_n)e^{\int_{t_n}^{t} (h(s) - 1)ds} = d_n e^{\int_{t_n}^{t} h(s)ds - (t-t_n)}.
\]

**Remark:**

More adaptable to our case is a constant value \( h(t) = h \) which yields an exponential growth of the form

\[
d(t) \leq d_n e^{(h-1)(t-t_n)}.
\]

Experimentally we have noticed that the constant value function \( h(t) = h = 1.3 \) is sufficient.
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