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ABSTRACT 

 

Preference querying technology is a very important issue in a variety of applications ranging from e-

commerce to personalized search engines. Most of recent research works have been dedicated to this topic 

in the Artificial Intelligence and Database fields. Several formalisms allowing preference reasoning and 

specification have been proposed in the Artificial Intelligence domain. On the other hand, in the Database 

field the interest has been focused mainly in extending standard Structured Query Language (SQL) and 

also eXtensible Markup Language (XML) with preference facilities in order to provide personalized query 

answering. More precisely, the interest in the database context focuses on the notion of Top-k preference 

query and on the development of efficient methods for evaluating these queries. A Top-k preference query 

returns k data tuples which are the most preferred according to the user’s preferences. Of course, Top-k 

preference query answering is closely dependent on the particular preference model underlying the 

semantics of the operators responsible for selecting the best tuples. In this paper, we consider the 

Conditional Preference queries (CP-queries) where preferences are specified by a set of rules expressed in 

a logical formalism. We introduce Top-k conditional preference queries (Top-k CP-queries), and the 

operators BestK-Match and Best-Match for evaluating these queries will be presented.  
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1. INTRODUCTION 
 

The handling of preferences is becoming an increasingly important issue in present-day 

information systems [1]. Among others, preferences are used for information filtering and 

extraction to reduce the volume of data presented to the user. There are some motivations for 

such an issue [2], [3], [4]. First, it has appeared to be desirable to offer more expressive query 

languages that can be more faithful to what a user intends to say. Second, the introduction of 

preferences in queries provides a basis for rank-ordering the retrieved items, which is especially 

valuable in case of large sets of items satisfying a query. Third, on the contrary, a classical query 

may also have an empty set of answers, while a relaxed (and thus less restrictive) version of the 

query might be matched by some items in the database. 
 

Preferences can be of many kinds: qualitative or quantitative, conditional, and positive or 

negative [5]; for example, the preference is qualitative as in ( "I like A better than B"), or 

quantitative as in ("I like A at level 10 and B at level 11") and the conditional preference as in ("If 

A happens, then I prefer B to C"), positive preference as in ("I like A, and I like B even more than 

A"), or negative as in ("I don’t like A, and I really don’t like B"). In order to fulfill the user's 

preferences to the best possible degree, one must support reasoning about qualitative statements 

of preference that all of us express in our everyday activities. Several models for representation 

and reasoning about such statements have been proposed in AI, of which the most studied to date 

is the CP-nets model [6], where CP stands for Conditional Preference. CP-nets are devoted to  
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reasoning about qualitative (and possibly conditional) statements of preference where each 

statement expresses preference over the values of a single property of the outcomes, such as “I 

prefer a red dress to a yellow dress if the shoe is black”, or “If the car is convertible, I prefer a 

soft top to a hard top”. The core notion exploited by the CP-nets model is ceteris paribus (all else 

being equal) interpretation of the statements [7]. 
 

On the other hand, XML is widely used as a base technology for knowledge management within 

enterprises and dissemination of data on the Web (like e.g., product catalogues), because it allows 

to organize and handle semi-structured data. A collection of XML documents is viewed as a 

forest of node labeled trees. The data generally can be queried on both structure and content using 

advanced retrieval languages such as XPath [8] or XQuery [9]. User queries over XML usually 

are structured to express the user's information needs as hard constraints with exact-match 

semantic, where user's need can be satisfied completely or not at all delivering exactly the 

information if they are there and otherwise reject the user's request. The deficiency here is users 

could face the empty-result problem which is disappointing to them [4]. The other extreme 

deficiency, if the query is built by disjunctive sub-queries then instead of getting an empty answer 

the user overloaded with lots of mostly irrelevant information. This is the notation of flooding-

effect problem [4]. The exact-match query model can become a real nuisance for users. However, 

XML only supports hard constraints with exact-match semantic. In contrast, mostly people 

include preferences in their decisions both in their daily lives as well as in business. But the very 

nature of preferences is different from hard constraints. Preferences are like soft constraints, 

requiring a match-making process instead: If my favorite choice is available, I will take it. 

Otherwise, instead of getting nothing, I am open to alternatives, but show me only the best ones 

according to their relevance to the query which is more appropriate than exact-match queries. 

Therefore, it would be useful to provide an operator which can produce a set of tuples which is 

reasonably interesting to the user and also he can control the size of the preferred set (Top-k 

querying).  
 

In this paper, our contribution is to make a step towards bridging the gap between expressiveness 

capabilities of XML technology and attractiveness of preferences elicitation for developing 

preferences elicitation through proposing an approach of Top-k Conditional Preference Queries 

(Top-k CP-queries) and the operators for evaluating these queries which are BestK-Match and 

Best-Match which follows the lines of the Best Match Only (BMO) [10], [11], [12].  

 

Users can specify their conditional preferences in the form of (IF-THEN) statements, each 

preference separated by the connective AND. The users could provide an optional non-negative 

integer k to control the result set size. If k is provided; the query is evaluated using BestK-Match 

operator and returns the top k best matches, if k is not given; the query is evaluated using Best-

Match operator and returns the set of most preferred tuples. Both operators perform the 

dominance tests between each two tuples in the dataset. We use the graphical representation, 

Better-Than graph, which can be used for specifying tuples relations between each other (e.g. an 

arrow from a to b means that a better-than or dominates b). By this graph, we can elicit the level 

for each tuple; the lowest level gives the tuple that is the most match or favorable for the given 

user preferences.  
 

This paper is organized as follows. Section 2 summarizes some related works. Section 3 briefly 

presents the formalism for specifying and reasoning with conditional preferences over XML. We 

present the semantic of the proposed approach and the operators BestK-Match and Best-Match in 

section 4. Finally, we conclude the paper and discuss our future work in section 5. 
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2. RELATED WORK 

 

The research literature on preference modeling, reasoning and eliciting is extensive [13]. The 

approach of CP-Nets [6], [14] uses a very simple graphical model which captures user's 

qualitative conditional preference over tuples, under a ceteris paribus semantics. The approach of 

TCP-Nets [15] generalizes the CP-Nets by introducing the ability of expressing absolute and 

relative importance of object attributes. Reference [16] Introduced an approach uses a logical 

framework for expressing conditional preference statements. It generalizes the CP-Nets, by 

relaxing the ceteris paribus semantics and allowing more expressiveness, and is orthogonal to 

TCP-Nets. In the database area, the problem of enhancing well-known query languages with 

preference features has been tackled in several recent and important works in the area. A pioneer 

work concerns the skyline operator introduced in [17]. 
 

In reference [11], a simple logical framework is proposed for expressing preferences by 

preference formulae. These formulae are incorporated into the Relational Algebra and into SQL, 

through the operator winnow parameterized by a preference formula. Reference [18] Introduced 

Preference SQL which extends SQL with some built-in base preference constructors and a pareto 

accumulation and a prioritized accumulation constructors. The optimizer uses an efficient 

rewriting procedure which transforms preference queries into standard SQL queries. 

 

The work presented in [19] also proposes a bridge between the treatment of preferences in the AI 

and DB communities, by transforming the TCP-Net queries of [16] into preference database 

queries. No algorithm for selecting the best tuples has been proposed neither in [19] and further 

work (to the best of our knowledge). 
 

On the other hand, the topic of preference query evaluation has been extensively studied in the 

literature, in the context of pareto and skyline queries. In [17], the basic BNL (block-nested loop) 

algorithm has been introduced for evaluating skyline queries. In [20], the algorithm BNL+ for 

Pareto query evaluation was introduced. In this more general setting, the domains of the attribute 

values are partially ordered. In [21] the authors proposed the algorithm BNL++ for pareto query 

evaluation in a particular case, where the ordering over the attribute domains is a weak order. 

This implies nice properties in the better-than graph, which are not verified in the general setting 

of the algorithm BNL+ of [20]. Due to these nice properties, BNL++ is able to identify some 

important pruning conditions in the better-than graph, which results in a far better performance 

when compared to the BNL and BNL+ algorithms. Further improvements of the BNL algorithm, 

in the context of pareto queries evaluation, were achieved in [20] (algorithms BBS+, SDC and 

SDC+). The algorithm BNL* which proposed in [22] for evaluating the Select-Best operator in 

the context of CP-queries follows the lines of the BNL algorithm and uses the technique 

introduced in [23] for transitive closure evaluation. 

  

In reference [24], [25], [26] the Top-k queries have been introduced in a quantitative preference 

model setting, that is, where preference between tuples is expressed by a score function defined 

over the dataset. The Top-k dominating queries have been introduced in [27] as an extension of 

the skyline queries of [17] which were originally designed to return the most preferred tuples, 

without any user control on the size of the result. A Top-k dominating query returns the k tuples 

which dominated the maximum amount of tuples in the database. This concept is orthogonal to 

the skyline and pareto queries, as well as to our CP-queries. In [27] the authors propose the 

algorithm BBS (Branch and Bound Skyline) based on nearest-neighbor search on 

multidimensional access methods for evaluating the Top-k dominating queries. In [28] and [29] a 

set of algorithms are introduced for Top-k dominating queries which significantly outperforms 

the algorithm BBS of [24]. 
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3. XML CONDITIONAL PREFERENCES QUERIES 

 

This section aims to present preferences queries formalism over XML with support of conditional 

preferences.  

 

Beyond simple lookups modern database retrieval which enables users to express certain 

preferences. Such preferences state what a user likes and preference query processing attempts to 

retrieve all best possible matches in a cooperative fashion avoiding empty result sets. In relational 

databases such preferences are specified over data values. But, since in XML retrieval also the 

structure of the document often carries semantics described by a DTD or XML schema, user 

preferences can also be specified over the structure. 
 

A Top-k conditional preferences query (Top-k CP-query) incorporates the usual hard constraints 

declared inside square brackets as well as soft constraints specified by a set of preferences rules 

(CP-rules). The general syntax of our preferences query is: 
 

CREATE PREFERENCE AS <pref-name> 

<list-of-CP-rules> 
 

… /<xml-document-instance>/… [hard-constraints]  

ACCORDING TO PREFERENCES (k, pref-name) 
 

Definition 1 (Top-k CP-query) A Top-k CP-query is preference query containing the 

ACCORDING TO PREFERENCES clause. The parameter k is a non-negative integer and is 

optional. If k is not provided, the query is evaluated using Best-Match operator and returns the set 

of most preferred tuples, without specifying the size of this set. If k ≥ 0 is given, then the 

evaluation uses the BestK-Match operator. 
 

Our framework is obtained by extending the XML capabilities with the proposed preferences 

query block which is given above. The list-of-CP-rules inside CREATE PREFERENCE 

command is a list of CP-rules declared in the form of IF … THEN …, each rule separated by the 

connective AND. 

  

Example 1 Let us suppose we are given a XML file named Movies storing information about 

some movies. The XML schema of Movies as follows: 
 

<xs:element name="tilte" type="xs:string"/> 

<xs:element name="director"> 

  <xs:complexType> 

     <xs:sequence> 

       <xs:element name="first-name"  type="xs:string"/> 

       <xs:element name="last-name"  type="xs:string"/> 

     </xs:sequence> 

  </xs:complexType> 

</xs:element>  

<xs:element name="category" type="xs:string"/> 

<xs:element name="year" type="xs:string"/> 

 

And the input data is represented as XML file as shown below: 
 

<?xml version="1.0"?> 

<movies name="Movies"> 

    <movie movieid="1" > 

        <title>The Family</title> 

        <director> 

            < first-name >John</ first-name > 
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            <last-name>Trump</ last-name > 

        </director> 

        <category>Drama</ category > 

        <year>90</ year > 

    </movie> 

    <movie movieid ="2" > 

        <title>X-File</title> 

        <director> 

            < first-name >James</ first-name > 

            <last-name>Brose</ last-name > 

        </director> 

        <category>Drama</ category > 

        <year>80</ year > 

    </movie> 

    <movie movieid ="3" > 

        <title>The Robot</title> 

        <director> 

            < first-name > Stephen</ first-name > 

            <last-name> Crane</ last-name > 

        </director> 

        <category>Drama</ category > 

        <year>80</ year > 

    </movie> 

    <movie movieid ="4" > 

        <title>Adams Family</title> 

        <director> 

            < first-name > Stephen </ first-name > 

            <last-name> Crane </ last-name > 

        </director> 

        <category>Comedy</ category > 

        <year>80</ year > 

    </movie> 

    <movie movieid ="5" > 

        <title>The Toy</title> 

        <director> 

            <first-name >John</ first-name > 

            <last-name>Trump</ last-name > 

        </director> 

        <category>Comedy</ category > 

        <year>80</ year > 

    </movie> 

    <movie movieid ="6" > 

        <title>Black Cat</title> 

        <director> 

            < first-name >James</ first-name > 

            <last-name>Brose</ last-name > 

        </director> 

        <category>Action</ category > 

        <year>00</ year > 

    </movie> 

</movies> 
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Suppose the following statements express my preferences about movies: (1) I prefer those movies 

produced in the 90's, if both belongs to the same category; (2) For the movies produced in the 80's 

I prefer drama ones; (3) For the comedies produced in the 80's I prefer those directed by John 

Trump; (4) I prefer those movies produced in and after 2000, if both directed by the same director. 

 

I would like to list 2 titles of the movies which most fulfil my wishes among those stored in the 

XML file, but I don't want thriller movies to figure in my list.  

 

The corresponding Top-k CP-query associated to the example is: 
 

CREATE PREFERENCE AS myPref 

IF <same category> THEN year = 90 AND 

IF year = 80 THEN category = “Drama” AND 

IF category = “Comedy” and year = 80 THEN director = “John Trump” AND 

IF <same director> THEN year >= 2000  
 

/movies / movie [category != “Thriller”] / title  

ACCORDING TO PREFERENCES (2 , myPref) 
 

In this query, the hard constraint is category != “Thriller” and the soft constraints are given by 

the rules myPref, denoted as: P1: same category � 90's; P2: 80's � drama; P3: comedy + 80's � 

John Trump; P4: same director � 00's. 

  

Note that the parameter k = 2 appear inside the clause ACCORDING TO PREFERENCES since 

it is part of the soft constraint expressed by the preferences rules. In general, if k is not specified 

the most preferred tuples will be returned.  

 

A naive execution plan is as follows:  

 

1. Select the data from XML file that satisfy the hard constraints, and then convert it to 

relation. 

2. Select the tuples that match the given preferences from the relation. 

3. Return preferred results. 
 

The evaluation of the BestK-Match involves the evaluation of the most preferred tuples first. This 

task is achieved by the Best-Match operator. The semantics of this operator is the same as the 

winnow operator [10] of SQL query returning the tuples which are not dominated by others. In 

the next section we present the semantic of our proposed approach of Top-k CP-queries and the 

operators BestK-Match and Best-Match for evaluating these queries. 
 

4. TOP-K QUERIES SEMANTIC 

 

In this section we aim to represent the semantic of the approach of Top-k Conditional Preference 

Queries (Top-k CP-queries). We introduce our proposed approach focusing on the new operators 

BestK-Match and Best-Match. 

 

The approach of Top-k CP-queries is the first proposed solution for aspects of XML preference 

query processing that return Top-k answers. It consists of two operators that evaluate CP-queries, 

which are Best-Match and BestK-Match. The Best-Match operator returns the most preferred 

tuples satisfying a given CP-queries which are dominate the others. The execution of Best-Match 

on XML data consists in finding the set of tuples verifying the soft constraints. If this set is non-

empty only these tuples are returned. Otherwise, all tuples that satisfied the hard constraints are 

returned. In the other hand, the BestK-Match operator enables user control on the size of the 

answer set. The BestK-match operator returns the first top k tuples satisfying a given CP-queries. 
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 A Top-k queries processing consists of the followed steps: 

 

• Convert the XML file to a relation after satisfied the hard constraints. 

• Testing the tuples dominance and construct a Better-Than Graph (BTG). 

• Assign level to each node in the graph. 

• Find the best match answers.  

• Return the top k answers. 
 

Definition 2 (Dominance Test) Let us suppose x1 and x2 are tuples over a relation R, and let G be 

the BTG graph of R that will be generated using dominance test. We say that:  

 

• x1 dominates x2, if x1 satisfy one preference or more over x2. Denoted as:  x1 >Pi x2. Add 

arrow from x1 to x2 in G as shown in Figure 1.a.  

• x1 equal x2, if both satisfy the same preference Pi. Denoted as:  x1 = Pi x2. Add nodes x1 and 

x2 to G without arrow between them as shown in Figure 1.b. 

• x1 incomparable with x2, if there is no preference relation between x1 and x2. Denoted as:  x1 

< > x2. Do nothing in G. 

 

 

 
 
 

          Figure 1. Dominance Illustration 

 

The following example aims to illustrate our dominance notation of Top-k conditional 

preferences queries. 
 

Example 1 (continued) To test the tuples dominance, convert the XML file Movies to a relation 

after satisfying the hard constraint as represented in Table 1. Then, test the tuples dominance and 

construct the BTG graph as shown in Figure 2:  

 

• M1 dominates M2 and M3 according to P1. Add arrow from node M1 to M2 and M3.  

• M1 incomparable with M4, M5 and M6. Do nothing. 

• M2 equal M3 according to P2. Do nothing. 

• M2 dominates M4 and M5 according to P2. Add arrow from node M2 to M4 and M5.  

• M2 dominated by M6 according to P4. Add arrow from node M6 to M2. 

• M3 dominates M4 and M5 according to P2. Add arrow from M3 to M4 and M5. 

• M3 incomparable with M6. Do nothing. 

• M4 dominated by M5 according to P3. Add arrow from M5 to M4. 

• M4 incomparable with M6. Do nothing. 

• M5 incomparable with M6. Do nothing. 
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Table 1. The Movies relation 

 

 Title 

Director 

Category Year first-

name 

Last-

name 

M1 
The 

Family 
John Trump Drama 

90 

M2 X-File James Brose Drama 80 

M3 The Robot  Stephen Crane Drama 80 

M4 
Adams 

Family 
Stephen Crane Comedy 

80 

M5 The Toy John Trump Comedy 80 

M6 Black Cat James Brose Action 00 

 
 

Figure 2. Better-Than Graph for relation Movies 

 

The time complexity of dominance testing process is ((n(n-1))/2)m in worse case, where n is the 

number of tuples of a relation and m is the number of preferences.  
 

Definition 3 (BestK-Match(k,R)) an operator which returns the set of first k tuples having the 

minimum number of tuples that dominated them in the relation R. Besides this operator, our 

approach includes also the Best-Match operator. 
 

Definition 4 (Best-Match(R)) an operator which returns the most preferred tuples (those which are 

not dominated by others in the relation R). In order to define the semantics of the BestK-match 

operator, we introduce the notion of level. 
 

Definition 5 (Levels) Given a BTG graph G, and a is node in G, we say level(a) (denoted l(a)) is x 

if the input arrows into a are x.  

level(a) = no. of a's input arrows in better-than graph 
 

As a special case, we consider a as best match tuple when level(a) = 0. 

Example 1 (continued) Based on better-than graph as in Figure 2, we have: l(M1) = l(M6)  = 0,  

l(M3) = 1, l(M2) = l(M5) =  2, and l(M4) = 3.  
 

BestK-Match(k, R) returns the set of k tuples with the smallest levels. However, Best-Match(R) 

returns the most preferred tuples. For example, BestK-Match(3, Movies) = {M1, M6, M3}, BestK-

Match(4, Movies) = {M1, M6, M3, M2}. We remark that l(M2)=l(M5)= 2, but M5 is not 

considered in the answer, since it comes after M2 in the Table 1. Note that BestK-Match(0, 

Movies) =  ∅ and Best-Match(Movies) = {M1, M6} which is the set of the most preferred tuples, 

those which are not dominated by others.  
 

For instance, the Top-k CP-query of Example 1 executed over relation Movies of Table 1 is 

evaluated by BestK-Match operator and returns {M1, M6} according to the BTG graph illustrated 

in Figure 2. 
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5. CONCLUSION AND FUTURE WORK 

 

In this paper, we introduced the conditional preference queries (CP-queries), which allow users to 

specify preferences over the values of attributes depending on the values of other attributes in the 

tuples. We proposed our approach of Top-k CP-queries allowing user preference to be taken into 

account in the query answering process, and the operators BestK-Match and Best-Match for 

evaluating these queries. A lot of work remains to do; we are intending to design a quantitative 

model of preferences, that users can specify their preferences both as likings (positive) and 

disliking (negative) form with different important levels. 
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