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ABSTRACT 

 
Day today life internet threat has been increased significantly. There is a need to develop model in order to 

maintain security of system. The most effective techniques are Intrusion Detection System (IDS).The 

purpose of intrusion system through the security devices detect and deal with it. In this paper, a 

mathematical approach is used effectively to predict and detect intrusion in the network. Here we discuss 

about two algorithms ‘K-Means + Apriori’, a method which classify normal and abnormal activities in 

computer network. In K-Means process, it partitions the training set into K-clusters using Euclidean 

distance and introduce an outlier factor, then it build Apriori Algorithm to prune the data by removing 

infrequent data in the database. Based on defined state the degree of incoming data is evaluated through 

the experiment using sample DARPA2000 dataset, and achieves high detection performance in level of 

attack in stages.   
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1. INTRODUCTION 
 
Now a day’s potential damage caused by internet attack has increased exponentially, so the need 

for defending against these issues has increased significantly. [9] Conventional techniques for 

preventing threats such as firewalls, access control schemes or encryption methods are not much 

efficient for securing the network system from new born attacks. [1] The intelligent intrusion 

detection system is a good solution for this issue and has become a critical component for all 

computer security. 

 

 Intrusion detection is to analyses the data gained by network action, security log, audit data or 

other networks in order to detect and identify any invading action and purpose against security 

strategy during network and computer systems.[15] Intrusion was first introduced by James P. 

Anderson. It violates the security policy of system. The security policy is confidentiality, 

integrity, availability and Utility [11]. IDS are used to identify, access, report unauthorized, 

unapproved network activities, so that it can take precaution to prevent any future damage to the 

system.  As a safety protection work, intrusion detection can sound a warning before a system is 

endangered and real time respond to the attack, which greatly improves the security of networks. 

 

Intrusion detection method is divided into two types, misuse detection and anomaly detection. For 

misuse detection, the attack is present in signature form according to that it matches the attack in 
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the database. It is accurate and fast for the known intrusion behaviour but hard to identify the 

intrusion behaviour except signature database. [4][11] While for anomaly detection, the normal 

model of network behaviours will be firstly created, then the occurrence can be judge by 

comparing the actual behaviour with it, which can detect the unknown intrusion behaviour [3]. 

Intrusions Detection is broadly classified into two categories. They are Host Based Intrusion 

detection system and Network Based Intrusion Detection system. In Host Based Intrusion 

Detection system (HIDS) evaluates information found on a single or multiple systems. Network 

Based Intrusion Detection system (NIDS) evaluates data captured from network states, analyzing 

packets which travel across the network [9]. 

 

Data set used is DARPA2000 dataset, which contains both normal and attack data. There are 

contains 41 features for detecting intrusion.[10] Types of attack are, Denial of Service (DoS) 

attacks, the attacker makes memory resource too busy, thus denying legitimate users access to a 

machine. A probe attack, an attacker scans a network to gather data to find known vulnerabilities 

in the system. Remote-to-Local (R2L) attacks, where an attacker sends packets to a machine via 

network, then exploits machines vulnerability to illegally gain local access as a user. [5] A user-

to-Root (U2R) attack, attacker used to access like a normal user on the system and thus exploits 

vulnerability to the system. [14] For example, In July 2010, more number of internet services was 

shutdown so that it can’t able to access any of the services in Korea due to the denial of service 

attack. They came to know after the attack encountered and after identifying the take they taken a 

step to avoid that attack. So, a new mechanism is used to forecast states of the network and 

detects the possibility of an attack in the system. The experimental results show that the proposed 

approach achieves high detection performance in the level of threats in stages. 

 

This paper is organized as follows: In section 2 it discussed with the related work of my paper. In 

section 3 and 4 it explain about the two algorithm k-Means and Apriori. Section 5 explains about 

the proposed work and its performance metrics. In section 6 gives a conclusion. 

 

2. RELATED WORK 
 
In Intrusion detection various probabilistic techniques is used, decision tree, Hotel ling’s T2 test, 

chi-square multivariate test, and Markov chain are applied to the same training set and the same 

testing set of computer audit data for investigating the frequency property and the ordering 

property of computer audit data. The study [2] provides response to several questions concerning 

which properties are critical to intrusion detection. Here the frequency property of multiple audit 

event types in a sequence of events is necessary for intrusion detection. A single audit event at a 

given time is not sufficient for intrusion detection. The ordering property of multiple audit events 

provides profit to the frequency property for intrusion detection. However, the scalability problem 

of complex data models taking into account the ordering property of activity data is solved; 

intrusion detection techniques based on the frequency property provide a viable solution that 

produces good intrusion detection performance with low computational overhead. 

 

Rahul Rastogi et.al proposed about the intrusion detection system, which discussed about the data 

mining techniques. [13] Data mining techniques is applied to the network data to detect 

intrusions. The foremost step in application of data mining techniques is the selection of 

appropriate features from the data.  Intrusion Detection System that can detect known and 

unknown intrusion automatically. Under a data mining framework, the IDS are trained with 

statistical algorithm, named Chi-Square statistics [5][8]. This study shows, implementation and 

analyze of these threats by using a Chi-Square statistic technique, in order to prevent attacks. This 

proposed model is used to detect anomaly-based detections by using data mining technique. 
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First order Markov chain approach is used effectively to predict the attacks through experiments 

using the well-known DARPA 2000 dataset [2][6]. This approach achieves high detection 

performance and also represents the degree of risk on a probability scale. This method is shown to 

be insensitive to variations of training data sets and the number of states in the Markov model. 

The proposed approach is expected to be effectively integrated with the existing network based 

intrusion detection systems for earlier detection for attacks. 

 

Markov chain was implemented and tested on the Sun Solaris system [1]. By using this method it 

clearly distinguished intrusive activities from normal activities in the testing data. This study 

shows the performance of the intrusion detection technique based on the Markov method. The 

application of the intrusion detection technique using a Markov model is not limited to the 

temporal behaviour of a host machine it also used in network domain.  

 

Compared to supervised approaches, unsupervised approach breaks the dependency on attack-free 

training datasets [4]. The unsupervised anomaly detection achieve higher detection rate compared 

to supervised process. It contain high false positive rate. In unsupervised anomaly detection 

techniques, it is processed with unlabeled data and it is capable of detecting previous unknown 

attacks. 

 

3. IDS USING K-MEANS ALGORITHM 
 
K-Means is an unsupervised algorithm it define the unlabelled class to which the cluster is 

performed. [7][12] The main objective is to define k centres, for each centre group of cluster is 

formed. These centres should be placed in a cunning way because of different location causes 

different result. Normal data is taken as input for K-means Clustering. The number of cluster is 

initially set as 10. The distances between each data and the cluster centres are calculated using 

distance metrics. The data belongs to the cluster whose distance between them is minimum, 

compared to the remaining cluster centre. Updated the cluster centre values then and there new 

data enters the cluster.  The number clusters are varied for different number of iterations; finally 

we achieved the best values with eight clusters with nine iterations. Fig 1 shows set of objects is 

been clustered to given centroid points. [15] According to the similarity it groups the data 

different data it marks as outlying state. Table 1 shows the working principle of K-Means, [9] 

initially from k objects is taken from the given data then according to the cluster it cluster the data 

by using the mean value. It repeat the process until no change occur then stop the process. 

 

Procedure K-Means 

Step 1: Choose k objects from D as the initial cluster centres  

Step 2: Assign each object to the cluster according to the mean value of the objects in the 

cluster.  

Step 3: Update the cluster means, i.e., calculate the mean value of the objects for each 

cluster.  

Step 4: Until no change 
 

Table 1: K-Mean algorithm 
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Fig 1 set of objects is cluster by using k-means method 

 

4. IDS USING ARIORI ALGORITHM 
 
Apriori is an iterative approach known as a level-wise search [3][4], it consists of two steps join 

step and prune step it used to join the data from transactional database and from that it prune the 

data when it does not satisfy the minimum threshold value it defines the infrequent data so it 

removes from the database reduce the size of the data. In Table 2 defines where k-item sets are 

used to explore (k+1) item sets. The 1- frequent item sets is created by scanning the transactional 

database to count for each item, and then it process to the minimum support count value. When it 

does not satisfy the minimum support count it will remove from the database so that it can able to 

reduce the space and it can be easily find the most frequent item. 

 
Procedure Apriori 

1 L1= large 1 item set 

2 K= 2 

3 While Lk-1 ≠ⱷ do 

4  Begin 

5 Ck= Apriori gen(Lk-1) 

6 For all transaction t in D do 

7  Begin 

8 Ct= subset (Ck,t) 

9 For all candidates  C £ Ct do 

10 C.count= C.count +1 

11 End 

2
nd

 pruning step 

12 Lk={C £ Ck ļ C.count ≥ minsup} 

13 K = k+1 

14 End 

Apriori gen(LK-1) 

15 Ck=ⱷ 

16 For all item sets x £ Lk-1 and y £ Lk-1 do 

17 If x1= y1 ᴧ..ᴧ* k-2= yk-2ᴧ xk-1<yk-1 then begin 

18 C=x1x2..xk-1 yk-1 

19 Add C to Ck  

20 End 

1
st
 pruning step 

        21   delete candidate item set Ck whose any subset not in Lk-1  

 
Table 2: Procedure of Apriori Algorithm 
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The purpose of Apriori is used to search the data in the large database analyze and prune the data 

effectively then remove the irrelevant data. In Fig 2 shows the sample example of how Apriori 

works for a given data. It explains the generations of candidate item sets and frequent item sets, 

where the minimum support count is 2. 

 
 

 

 

TID Items 

c1 

Item 

set 

Sup         L1 Item 

set 

Sup 

100 1 3 4                  1) 2 1) 2 

200 2 3 5 scan D 2) 3 
 

2) 3 

300 1 2 3 5 3) 3 3) 3 

400 2 5 4) 1 5) 3 

    

5) 3 

   

L2 

Item 

set 

Sup 

c2 

Item 

set 

Sup c2 Item set 

 

{1 3} 2 

 

{1 2} 1 

 

{1 2} 
 

{2 3} 2 
 

{1 3} 2 scan D {1 3} 

 

{2 5} 3 

 

{1 5} 1 
 

{1 5} 

{3 5} 2 {2 3} 2 {2 3} 

 

    

 

{2 5} 3 

 

{2 5} 

{3 5} 2 {3 5} 

   

c3 

Item set 

L3 

Item 

set 

sup 

{2 3 5} scan D {2 3 

5} 

2 

 

Fig 2 Example using Apriori Algorithm 

 

5. PROPOSED WORK 
 
In this section, a novel Work is developed which uses a Markov chain for the probabilistic 

modelling of network events. The main objective of the work is used to reduce the attack 

detection time and detect the presence of attack. It composed of three main phases: in the first 

phase, define the network states and then prune the data. Based on the prune state the Markov 

chain is applied[1]. In the third phase, the degree of attack is measured in three states and then 

compared with existing K-Means and proposed Apriori Algorithm in given sample data. Fig 3 is a 

flow chart of the proposed framework. It explain already trained data is taken, then Apriori 

Algorithm works by using its operation, prune by using minimum count then build Markov chain 

to find the detection of attacks in given sample 

 

5.1. PHASE 1- DATA PRE-PROCESS AND PRUNE THE DATA 

 
In this phase, it collects the input request and finds the no of transaction in the input file. Then it 

separates the input request based on the states. It takes the three kinds of such as sender, receiver, 

progress state.  Then it applies the apriori algorithm each states to identify the frequent 

occurrences. Fig 4.a shows the dataset preprocessing operations 

 

In Fig 4.b shows the Apriori Algorithm preparation. It creates next generation of candidate item 

set by using prior knowledge from the database where the candidate (k+1)-item sets from k-item 

sets. It generates candidate item sets by passing into two steps. The first pruning step depends on 
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the apriori fact. After generating a candidate (k+1)-item set, it will be degenerated to its k-item 

sets subsets. If any one of these subsets is not large it is not member in Lk, so it will remove from 

the database as the infrequent data then it move to the second step. After the first pruning stage it 

move next to the second pruning step. This algorithm is fixed with minimum support count if it 

exceeds the minimum support then it declare as the frequent item set. Fig 4.c shows according to 

the support count given it process prune the data and remove the unwanted data which is below 

threshold. 

 

 
     

Fig 3 Flow chart of proposed work 

 
5.1.1 GENERATION OF STRONG ASSOCIATION RULES FROM FREQUENT DATA 

 
Once the frequent data generates from transaction database, then it make a strong association 

rules that satisfy both minimum support and confidence. 

 

Confidence=P(B/A)= 

 
 

5.1.2. BUILDING A STATE TRANSITION PROBABILITY MATRIX 

 
A Markov model is represented by a state transition matrix and initial probability distribution. 

Based on the assumptions, a state transition probability of t+1 depends on the state at time t [14]. 

Let M and N denotes the two states at time t and t + 1, where K denotes the number of states in 

the system.  The time t+1 depend on time t, and do not depend on the previous states of time t. 
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Fig 4.a) Dateset alignment process                       Fig 4.b)  perform Apriori algorithm preparation 

 

Markov chain is represented by state transition probability [11]: 

 

       (1)  
 

An initial probability distribution [10]: 

 

        (2) 

 

where qi is the probability of the state i 

 

         (3) 

 

The probability that a sequence from X1, XT at time 1to t occurs in the Markov chain is 

computed as follows: 

 

       (4) 

 

In fig 4.d shows the result of transition probability matrix and the initial probability 

distribution the matrix is performed which is used to detect the attack detection in three states.   

 

                                                                                                (5) 

 

                                                                                               (6) 

 

 

 

 



International Journal on Cybernetics & Informatics (IJCI) Vol. 3, No. 2, April 2014 

18 

Where 

 

Nij is the number of process from one state to another state 

 

  Ni. Is the total number of observation pairs in the dataset at state i 

 

   N is the total number of observations in the dataset. 

 

 

Fig 4.c) Minimum support count preparation              fig 4.d) Matrix formation 

 

5.2 PERFORMANCE METRICS: 

 
The comparison of two algorithms by using the performance metric analyzes is performed and 

then the probability of attack detection is calculated and shown in Fig 5. 

 

Detection rate (DR) - Ratio between numbers of anomaly correctly classified by the total number 

of anomaly in the database. 

 

Error rate(ER) - Ratio between number of anomaly (normal) incorrectly classified  

and total number of anomaly (normal). 

True positive (TP) - classifying normal class as normal class.  

True negative (TN) - classifying anomaly class as anomaly class. 

False positive (FP) - classifying normal class as an anomaly class. 

False negative (FN) - classifying anomaly class as a normal class. 

 

Accuracy =          TP + TN          

      

                    TP + TN + FP + FN 

 

Sensitive =          TP  

 

                        TP + FN 

 

Specificity =     TN 

 

                     TN + FP  
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Fig 5 Comparison of k-Means and Apriori 

 

6. CONCLUSION  
 
 The implementation of K-Means Algorithm and Apriori Algorithm test is done and concluded 

that the performance of K-Means clustering Algorithm for anomaly detection is not as good as the 

performance of the Apriori Algorithm, for DARPA2000 sample dataset.  And also, this project 

has done with building k states of frequent data using Apriori algorithm and will subsequently 

build model for probability calculation, for detecting anomaly using first-order Markov chain. 

 

Future work is to implement the higher order Markov model, where the state of system depends 

not only on the previous events but also the historic events. Compare the performance with other 

probabilistic techniques. 
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