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ABSTRACT 
 
In this paper, optimal control problem for processes represented by stochastic sequential machine is 

analyzed. Principle of optimality is proven for the considered problem. Then by using method of dynamical 

programming, solution of optimal control problem is found. 
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1. INTRODUCTION 

 
Stochastic sequential machine (SSM) is the one of the most developing field of discrete system 

theory [2], [3]. It plays an important role in many areas such as construction of finite dynamical 

system, imitation modelling problem, coding of discrete systems and identification problems. 

Thus, it points out that it requires a comprehensive research. 

 

2. SSM 

 
SSM is generalization of multi-parametric finite sequential machine[3] but it contains probability 

variable. General form of this system is defined by[6]: 

 

                    >=< GFpsYSXK (.),),(,,,, 0

νω    kv ,...2,1=                                           (1) 

 

where [ ] [ ]mr
GFSGFX )2(,)2( ==  and [ ]q

GFY )2(= are input, state and output index 

(alphabet) respectively; 
0s  is initial state vector, )(ωp  is determitistic discrete probability 

distribution ( },...,,{ 21 pωωω=Ω is finite set, })1)(,:)({)( =Ω∈= ∑
Ω∈i

iii ppp
ω

ωωωω , 

characteristic Boolean vector functions [7] denoted by { })(),...,()(
1

⋅⋅=⋅
m

FFF ννν  which are also 

known as transfer functions are nonlinear functions defined on the set 

[ ] [ ]rmk
GFGFZ )2()2( ××  and  G  are an output characteristic functions defined on   )2(GF  

where )2(GF is Galois field[8] and the symbol (.) denotes ))(),(,( cxcsc for simplicity. 

 

In addition to the definition, SSM is represented by: 

          ))(),(),(,()( ccxcscFecs ωνν =+ kv ,...2,1=  (2) 
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                                                  ))(()( csGcy =                                                                          (3) 

                                           

where ),(cs ),(cx )(cy are ,m r  and q  dimensional state, input and output vectors at the point 

c  respectively, )(cω is a random variable [6], { }ZcccccccZccc i

L

kkk

Lk k ∈≤≤≤≤∈= ,,...,, 0

11

0

1
1  

is point in 
kZ , determining position iL , ( ki ,...2,1=  positive integer) is the duration of the stage 

i of this process. Z  is set of integers and )0,...,0,1,0,...,0(
ν

ν =e . 

 

In SSM, each random variable ω has a special case. For instance, ω is an input variable in the 

identification problem of the SSM. However, ω  is a set of all possible states in the synthesis of 

optimal sequential machine 

 

Moreover, the state of the system depends on the random variable ω  which affects not only 

parameters of the SSM but also the input variable.  

 

Finally,  equation (2) is transformed to: 

))()(),(,()( ccxcscFecs ωνν ⊕=+                                                          kv ,...,2,1=            (4)     

                                                                                                                

where symbol ⊕ means that  x ⊕  w  is always  in input alphabet X . 

 

The discrete optimal processes given by SSM are characterized by functional: 

))}(({)(
__

LcsMxJ φω=                                                                                                        (5) 

 

where {.}ωM is a mathematical expected value of ω .  

 

3. OPTIMAL CONTROL PROBLEM AND PRINCIPLE OF OPTIMALITY  
We can state optimal control problem [2] for  processes represented by SSM as below: In order 

for given SSM to start from the known inital state 
0s  to go any desired state )(* L

cs , to which 

we expect to access in L  steps, a control Xcx ∈)(  [4] must exist such that the functional in (1) 

has a minimal value: 

dGcccxcscFecs ∈=+ )),(),(),(,(ˆ)( ωνν  kv ,...2,1=                                                         (6) 

00 )( scs = ,    Xcx ∈)( , dGc ∈                                                                                           (7) 

)()()),(),(,(ˆ(ˆ))(),()),(),(,(ˆ,(ˆ
ννννµµµµµν ωω ececxcxcscFecFececxcxcscFecF +++=+++

                                                                                  (8)

min)}(({)(
__

→= L
csMxJ φω                                                                                              (9) 

 where (.)ˆ
νF  ),...,1( k=ν denotes the pseudo Boolean expression of the Boolean vector 

function[7]  ),...,1(.)(
^

kF =ν  and kLLLL +++= ...21  is the time duration of this process. 

It is well-known that method of dynamic programming [5] is used for solution of optimal control 

problem. If  we make use of  this method to solve the considered problem then, (6)-(9) can be 

formulate as an optimal problem: 

)()),(),(),(,(ˆ)( σωνν dGcccxcscFecs ∈=+           (10)                                                                                                    
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ℵ=)(σs                                                                                                                           (11)  

 

)(,)( σdGcXcx ∈∈                                                                                                           (12) 

 

))(),()),(),(),(,(ˆ,(ˆ))(),()),(),(),(,(ˆ,(ˆ
ννννµµµµµν ωωωω ececxccxcscFecFececxccxcscFecF +++=+++      

                                   (13) 

{ } min))(()(
__

→= L
csMxJ φω                                (14) 

 

where ℵ  is an arbitrary element in S . As it can be seen from (10)-(14), if we substitute 
0c=σ

or 
0s=ℵ  into problem (10)-(14) we obtain first problem stated above. If the conditions for 

existence of unique solution are satisfied then for the given initial condition ℵ=)(σs and given 

)),()(( σdGccx ∈ we find a unique )(cs . That is, the functional (14) is the function of the 

parameters ℵ  and ))()(( σdGccx ∈ : 

 

))((,()(
____

σdGxJxJ ℵ=                                                                                                      (15) 

 

where ))(( σdGx denotes the range of the control )(cx on the points )(σdGc ∈ : 

 

)}(),({))(( σσ dd GccxGx ∈=                                                                                          (16) 

 

from the unique solution condition of the system (6), we find that the stochastic process can be 

investigated in the set )(σdG and also in the set  

 

{ }kkkd cccccG σσσ <≤<≤= 0

11

0

1 ,...,;)(
1

                                                                            (17) 

 

 Definition. We say that the control ))((),( σdGccx ∈ which minimizes the functional (5) in the 

problem (10)-(14) is optimal control with respect to the initial pair ),( ℵσ on the region )(σdG
 

 

Suppose that )(0
cx is an optimal control with respect to the initial pair ),( 00

sc on the region  dG  

and )(0
cs is admissible optimal trajectory. Then )(0

cx is an optimal control with respect to the 

initial pair ))(,( 0 σσ s on the region )(σdG for every dG . 

 

Proof. Suppose the contrary. Then there exists )(,)( σdGcXcx ∈∈ such that we have 

))((,())((,( 0
____

σσ dd GxJGxJ ℵ<ℵ                                                                                     (18) 

 

We choose a new control process dGccx ∈),(~  as follows: 

 



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∈

∈
=

)(),(

)(),(
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0

σ

σ

d

d

Gccx

Gccx
cx                                                                                                      (19) 

 

As it can be seen, (19) is an admissible control such that  
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)).()((~,())(~,(
1

0
__

0
__

σσ ddd GGxsJGxsJ ∪=                                                                           (20)   

    

According to the condition, ℵ=)(0 σs . Thus we have  

==∪ ))((~),(())()((~,( 0
__

0
__

1
σσσσ ddd GxsJGGxsJ =ℵ<ℵ= )))((,()))((,( 0

____

σσ dd GxJGxJ  

))(,()))((),(( 00
__

0
__

dd GxsJGxsJ == σσ                                                                                 (21)   

     

and by virtue of (2.10) and (2.11) we can obtain 

))(,())(~,( 00
__

0
__

dd GxsJGxsJ <                                                                                              (22) 

 

Hence, (22) contradicts the hypothesis that the control 
dGccx ∈),(0

is optimal. This completes 

the proof of the theorem. 

 

Let a function (for every fixed σ  and ℵ )  be corresponding to the optimal value of pseudo 

Boolean functional in the problem (10)-(14): 

 

{ }))((min),( L
csMB φσ ω=ℵ .                                                                                            (23) 

 

where minimization on the set of admissible control )(),( σdGccx ∈ . 

 

Now, we determine method of dynamical programming(It is known as Bellman equation) [5] for 

),( ℵσB . Suppose that 
dGccx ∈),(0

is the admissible control corresponding to (10)-(14) with 

initial condition and )(),(0 σdGccs ∈ is also the optimal trajectory. Let the point 

),...,2,1)(( kvGs d =∈ σξν and any element Xcy ∈)( be specified. If )()( cyx =σ , then the 

state of the system in the point σξν  is determined by 

 

))(,,,(ˆ)( σωσσξ νν yFs ℵ=                                                                                               (24) 

 

We consider the following problem: 

 

)()),(),(),(,(ˆ)( σξωξ ννν dGcccxcscFcs ∈=                                                                     (25) 

 

),,(ˆ)( yFs ℵ= σσξ νν                                                                                                        (26) 

 

)(),()( σξνdGccXcx ∈∈                                                                                                 (27) 

 

{ } min))(()(
__

→= LcsMxJ φω                                                                                           (28) 

 

If )(),(ˆ σξνdGccy ∈ and )(),(ˆ σξνdGccs ∈  are optimal control and optimal trajectory 

respectively, then  
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{ } )))(,ˆ,,(ˆ,())(( σωσσξφ ννω yFBcsM L ℵ=                                                                      (29)       

                                                                

can be found. 

 

For (10)-(14), let )(~ cx be an admissible control below. 


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Also, )(~ cs can be obtained by 
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It is evident that the value of { }))(()(
__

LcsMxJ φω=  to control )(~ cx is determined by 

 

{ } { }== ))(ˆ())(~( LL csMcsM φφ ωω )))(,ˆ,,(ˆ,( σωσσξ νν yFB ℵ= .                                       (32)    

      

Since )(),(~ σdGccx ∈ is not largely optimal control, we can state 

 

{ } { } ),())(())(~( 0 ℵ=≥ σφφ ωω BcsMcsM
LL

                                                                        (33) 

 

Thus, we have  

 

)))(,ˆ,,(ˆ,(),( σωσσξσ νν yFBB ℵ≤ℵ                                                                                (34)  

             

On the other hand, if ),()( 0 σxcy = then by the  principle of optimality [2], 

 

))()(())()((ˆ 0 σξσξ νν dd GccxGccy ∈=∈                                                                        (35) 

 

Therefore,  

 

)))(),(,,(ˆ,(),( 0 σωσσσξσ νν xFBB ℵ=ℵ                                                                         (36)   

                         

By (34) and (35), Bellman equation[5] can be determined by  
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∈ℵ
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4. CONCLUSIONS 

 
It is shown that Bellman equation for optimal processes with stochastic sequential machine is 

obtained and the principle of optimality is proven. 
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