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ABSTRACT 

 

Data mining technology is engaged in establishing helpful and unfamiliar data from the huge databases. 

Generally, data mining methods are useful for static databases for knowledge extraction wherever 

currently available data mining techniques are not appropriate and it also has a number of limitations for 

managing dynamic databases. A data stream manages dynamic data sets and it has become one of the 

essential research domains in data mining. The fundamental definition of the data stream is an arrival of 

continuous and unlimited data which may not be stored fully because it needs more storage capacity. In 

order to perform data analysis with this, many new data mining techniques are to be required. Data 

analysis is carried out by using clustering, classification, frequent item set mining and association rule 

generation. Association rule mining is one of the significant research problems in the data stream which 

helps to find out the relationship between the data items in the transactional databases. This research work 

concentrated on how the traditional algorithms are used for generating association rules in data streams. 

The algorithms used in this work are Assoc Outliers, Frequent Item sets and Supervised Association Rule. 

A number of rules generated by an algorithm and execution time are considered as the performance 

factors. Experimental results give that Frequent Item set algorithm efficiency is better than Assoc Outliers 

and Supervised Association Rule Algorithms. This implementation work is executed in the Tanagra data 

mining tool. 
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1.INTRODUCTION 
 
A data stream is an unbroken arrival of data which is boundless in nature. The foremost 
individuality of the data stream is it handles primary size of unremitting data and most perhaps 
infinite [1] [8]. The application locale of data streams is market-basket data analysis, cross-
marketing, catalogue manner, loss-leader analysis, industry organizations (process credit card 
transactions), economic markets (stock alternates), engineering and industrial development 
(power supply and manufacturing), security (traffic engineering observing) and web (web logs 
and webpage click streams). Essential data mining tasks performed in data streams are clustering, 
classification, association rule generation, query optimization and frequent item set mining [2]. 
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Association rules are described by finding the frequent pattern, links, relationship and the related 
structures among the data objects in the databases and in order repositories. There are two 
important steps in association rule mining; initial one is to find the frequent data items and the 
next step is to generate association rules via these frequent data items [4] [7].  The association 
rule mining problem is defined as, assume a given set of items I= {I1,I2,…Im} and a database of 
transactions D={t1,t2,…tn} where t i={Ii1,Ii2,….Iik} and Iijє I, an association rule is an inference of 
the form X ⇒Y where X,Y ⊂ I are sets of items called item sets and X ∩ Y=θ [5]. 
 
Two important events support and confidence are used for association rule generation.  The 
support of an item (or set of items) is the % of transactions in which that item (or items) happens. 
The support (s) for an association rule X ⇒Y is the percentage of transactions in the database that 
contain X ∪ Y. The confidence or strength (α) for an association rule X ⇒Y is the ratio of the 
number of transactions that contain X ∪ Y to the number of transactions that include X. Usually, 
confidence measures the strength of the rule, while the support measures how  frequently it 
should occur in the database [6]. Some of the important association rule mining algorithms are, a 
priori, fp-tree, fp-growth, dynamic item set counting, ECLAT, DCLAT and RARM. 
 
This research work mainly focuses on generating association rules from data streams. The 
nonstop arrival of data is divided into many partitions as windows and it is stored in the form 
databases. For each and every partition, association rule generation algorithms are applied to 
generate the association rules. In this work, the traditional association rule algorithms specifically 
Assoc Outliers, Frequent Items and Supervised Association Rule are used for generating 
association rules in each partition. From this, we come to know that the advantages, drawbacks 
and limitations of these conventional association rule mining algorithms for generating 
association rules in data streams [8]. 
 
The remaining portion of this paper is prepared as follows. Proposed methodology and the 
traditional association rule algorithms are explained in Section 2. Section 3 talks about 
experimental results and conclusion is given in Section 4 [16]. 
 

2. PROPOSED METHODOLOGY 
 
The system architecture of the proposed work is represented in Figure 1. 
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Figure 1. System Architecture 

 

2.1 Dataset 
 
The connect data set is used in this work. It is extorted from http://fimi.ua.ac.be/data/connect.dat. 
It consists of 67,558 instances and 48 attributes. In this work, 1K, 2K and 5K instances are used. 
In data streams, we imagine that the nonstop arrival of data is partitioned into five windows with 
a fixed size, i.e.  W1, W2, W3....... Wn. [17]. 
 
Association Rule Generation 
 
 In order to generate association rules, three types of algorithms are used 

� Assoc outlines' (Association Outliers). 
� Frequent Item Set Mining. 
� Supervised Association Rule. 

 

2.1.1 Association Outliers 
 
An association outlier algorithm is used to build rules from an attribute value dataset.Important 
terms used in this algorithm are, 
 

� A1, A2,…, Am  are attributes. 
� D1, D2,…,Dmisdata items. 
� Let z(i)to be aithoccurrence of  z . A is the value on the get attribute of the eventi. z(i) can 

be represented as, z(i) = (z1
(i),z2

(i), …, zm
(i)), where zk

(i)= z(i). Ak∈Dk ,k∈ { l,….,m}. Z is the 
set of all events. 
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Table 1.Pseudo Code for Association Outliers 
 

Step 1- Get input of the record set is contained database DB 
and a rule set is belong to R 
Step 2-  

1. Initializes I is 0 (NULL) value 
2. For each transaction t belongs to DB. i.e., t  ∈ DB 
3. Candidate Generation for Association outliers with the 

transaction is Ct
0; 

4. For (i=0; R’=R; i++) 
5. Until the candidate generation is growing 
6. Temp is NULL; 
7. For each transaction t is equal to X -> Y belongs to R’ 
8. If � �� � 1

ithen 
9. Append Y to temp and delete t from rule generation 

R’; 
10. The sum of the candidate generation is Ct

i+1 = Ct
i union 

by temp, i++; 
11. Transaction t = mod of Ct

i– Ct
0 divide by mode of 

Ct++; 
12. Return NULL; 

 

2.1.2 Frequent Item Set Algorithm 
 
A description of frequent item set mining algorithms are instinctive, a set of items that emerge in 
many containers is assumed to be “frequent”. Frequent items to be formal; there are a number of 
us, entitled the support threshold. If, I is a place of items, the support for I is the amount of 
containers for which I is a subset. Applications of frequent item sets are used in supermarkets, 
and unique purpose of thisis used for analysis of true market baskets. That is, superstores and 
chain stores, record the contents of each market basket (physical shopping cart) brought to the list 
for checkout. At this time the “items” are the unlike products that the store sells, and the 
“containers” are the sets of items in market-basket. A most important chain might sell 100,000 
different items and accumulate data about millions of market baskets. Through finding frequent 
item sets, a merchant can find out the items which are frequently purchased. [12][16]. 
 

Table 2. Pseudo Code for Frequent Item Sets 
 

Pseudo code 
Step 1- Ck: Candidate itemset of size k Lk: frequent 
itemset of size k 
Step 2- 

1. L1 = {frequent items}; 
2. for (k = 1; Lk !=Æ; k++) do 
3. Ck+1 = candidates generated from Lk; 
4. For each transaction to inthe database do 
5. Increment the count of all candidates in Ck+1 that 

are contained in it; 
6. Endfor; 
7. Lk+1 = candidates in Ck+1with min_support 
8. Endfor; return �kLk; 
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2.1.3 SPV Assoc Rule (Supervised Association Rule) 

 

This algorithm was originally developed tothe relational variables with constant position. The 
predictive association rules explore the associations between the items that differentiate a 
dependent attribute. Thisalgorithmisused in supervised learning framework.The algorithm is not 
truly customized. Looking at the association rules is just limited to item sets that consist of the 
dependent variable. The computation time is reduced after that, there are two components of 
Tanagra are devoted to this mission: SPV Assoc Rule and SPV Assoc Rule Tree. To compare the 
predictable approaches, the machinery of Tanagra has an additional specificity, it can denote the 
class value "dependent variable = value" that desire to forecast. This is decisive for occurrence 
when the preceding probability of the dependent changeable values is very dissimilar. However, 
it was in the perspective of multivariate characterization of collections of individuals. These 
individualsare compared to the group characterization component. [18]. 

 
Table 3. Pseudo Code for Supervised Association Rules 

 
 
 
 

 
 
 
 

Supervised Association _ Rule _APRIORI  
Step 1- Input candidate item set 1 and 2 
Step 2-  

1. If supervised item sets k=2 
2. For each frequent item set f∈ F1 do 
3. Candidate generation item sets are inserted to frequent item set fins C1 
4. End for 
5. C1_class_label, C1_other is equal to the split of C1 is groups of class label into the 

C1_class_label and the other frequent item sets into C1_other, CL. 
6. For each candidate item sets C1∈ C1_Label do  
7. Generate the item set of class_label items and non_class_label items. 
8. For each candidate itemset c2 ∈C1_other do { 
9. Now Σ(c) = form of c1 and c2. 
10. Class_Label candidate item sets c is inserted into C2. 
11. } } 
12. For each candidate item set c1 ∈C1_label do { 
13. Identify all the class labels in the array of  C1_label that is after c1 
14. For each candidate item sets c2 ∈C post do { 
15. Now Σ (c) = form of c1 and c2. 
16. Insert the c into the C2 
17. }}Else 
18. For each i1 is count Ci{ 
19. For each i2 is frequent item set Fk-1 { 
20. If (the same item sets are included by k-2 items of i1, i1) ^ (different fromthe 

last item set are i1, i2) { 
21. Candidate generation C= the form of first k-1 items of  i1 and last items of i2 
22. Insert c into the Ck 
23. } } } }  
24. Return Ck 
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Table 4. Rule Generation for Association Outliers

 

 

 

 

 

 

 

 

3.EXPERIMENTAL RESULTS
 
The connect data set is used in this work. It is extorted from 
It consists of 67,558 instances and 48 attributes. In this work, 1K, 2K and 5K instances are 
used.The continuous arrival of data is partitioned into five windows with 
W3, W4, W5[16].A number of rules generated and execution time 
factors. 

Table 5. Execution Time for Association Outliers

Figure 2.Association Outliers for Rule Generation.

Figure 2 gives the information about the number of association rules generated by the association 
outlier algorithm for 1K, 2K, 5K and 10K of datasets with two different thresholds like support 
and confidence values. i.e
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Figure 2.Association Outliers for Rule Generation. 
 

Figure 2 gives the information about the number of association rules generated by the association 
outlier algorithm for 1K, 2K, 5K and 10K of datasets with two different thresholds like support 

for five windows. 
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1000 Ds 2000 Ds 5000 Ds 10,000 Ds 

Rules 

σ = 25, 
C = 55 

 

231 231 328 359 
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http://fimi.ua.ac.be/data/connect.dat. 
It consists of 67,558 instances and 48 attributes. In this work, 1K, 2K and 5K instances are 

a fixed size, i.e.  W1, W2, 

as the performance 

 

Figure 2 gives the information about the number of association rules generated by the association 
outlier algorithm for 1K, 2K, 5K and 10K of datasets with two different thresholds like support 
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Table 6.Rule Generation for Frequent Item Set

 
 

 

 

 

 

 

 

 

 

 

Figure 3.Execution time for Association Outliers.
 
Figure 3 gives the information about the time computation by the association outlier algorithm for 
1K, 2K, 5K and 10K of datasets with two different thresholds like support and confidence values. 
i.e  for five windows. 
 

Table 7 Time Computation for Frequent Item Set
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3.Execution time for Association Outliers. 

Figure 3 gives the information about the time computation by the association outlier algorithm for 
1K, 2K, 5K and 10K of datasets with two different thresholds like support and confidence values. 

Table 7 Time Computation for Frequent Item Set 
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Threshold 
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Time (s) 
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Figure 3 gives the information about the time computation by the association outlier algorithm for 
1K, 2K, 5K and 10K of datasets with two different thresholds like support and confidence values. 
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Figure 4 provides the information about the number of association rules generated by the frequent 
item set algorithm for 1K, 2K, 5K and 10K of datasets with two different thresholds like support 
and confidence values. i.e. 

Table 8.  Rule Generation for SPV Association Rule
 

 

 

 

 

 

 

Figure 5.

Figure 5.  Provides the information about the time computation by the frequent item set algorithm 
for 1K, 2K, 5K and 10K of datasets with two different thresholds like support and confidence 
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Figure 4 provides the information about the number of association rules generated by the frequent 
item set algorithm for 1K, 2K, 5K and 10K of datasets with two different thresholds like support 

 

Provides the information about the time computation by the frequent item set algorithm 
for 1K, 2K, 5K and 10K of datasets with two different thresholds like support and confidence 
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values. i.e.  for five windows. An experimental result of th
is better than the Association outlier algorithm and SPV Association rule algorithm.
 

Table 9.  Time Computation for SPV Association Rule
 
 
 
 
 
 
 
 
 
 

Figure 6.Rule Generations for SPV Association Rule.

Figure 6 shows the association rules generated by the Supervised Association Rule algorithm for 
1K, 2K, 5K and 10K of datasets with two different thresholds like support and confidence values. 
i.e. for five windows. 
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Figure 6 shows the association rules generated by the Supervised Association Rule algorithm for 

5K and 10K of datasets with two different thresholds like support and confidence values. 
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e frequent item set algorithm 

 

Figure 6 shows the association rules generated by the Supervised Association Rule algorithm for 
5K and 10K of datasets with two different thresholds like support and confidence values. 
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Figure 7.Time Computation for SPV Association Rule. 
 

Figure 7offers the information about the time computation by the Supervised Association Rule 
algorithm for 1K, 2K, 5K and 10K of datasets with two different thresholds like support and 
confidence values. i.e.  for five windows. 
 

4. CONCLUSION 
 
This main objective of this work is to compare the traditional association rule mining algorithms 
for generating association rules in data streams. From the experimental results, it is observed that 
the performance of frequent item set mining algorithm is good and it has produced better results 
than association outliers and SPV association rule mining algorithms. These algorithms scanned 
the database more than once and hence it needs more execution time. In future new algorithms 
are to be developed in order to reduce the number of scans and execution time.  
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