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ABSTRACT 

 
Machine learning approaches are generally adopted in many fields including data mining, image 

processing, intelligent fault diagnosis etc. As a classic unsupervised learning technology, fuzzy C-means 

cluster analysis plays a vital role in machine learning based intelligent fault diagnosis. With the rapid 

development of science and technology, the monitoring signal data is numerous and keeps growing fast. 

Only typical fault samples can be obtained and labeled. Thus, how to apply semi-supervised learning 

technology in fault diagnosis is significant for guaranteeing the equipment safety. According to this, a novel 

fault diagnosis method based on semi-supervised fuzzy C-means(SFCM) cluster analysis is proposed. 

Experimental results on Iris data set and the steel plates faults data set show that this method is superior to 

traditional fuzzy C-means clustering analysis. 
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1. INTRODUCTION 

 
With the widespread use of modern manufacturing systems, machinery is expected to have stable 

performance for fully meeting customer requirements. Obviously, unexpected downtime due to 

machine failure leads to be more costly than before. Therefore, fault diagnosis of machinery is of 

great practical significance in guaranteeing machinery  safety and keeping away from the losses. 

Traditional intelligent fault diagnosis based on expert system is over-reliance on empirical 

knowledge, and it is hard for getting knowledge automatically [1]. With the development of 

pattern recognition and data mining, machine learning based methods have been a research focus 

gradually in the field of intelligent fault diagnosis.  

 

Many machine learning techniques have been proposed in recent years. Most of them use 

supervised learning methods such as neural network[2], support vector machine[3] et al. to solve 

fault diagnosis problems. Jaroslaw Kurek et al. [4] presents an automatic computerized system for 

the diagnosis of the rotor bars of the induction electrical motor by applying the support vector 

machine. Yi Lu Murphey et al. [5] present a model-based fault diagnostics system developed 

using a machine learning technology for detecting and locating multiple classes of faults in an 

electric drive. Huo-Ching Sun et al. [6] proposed an enhanced particle swarm optimization 

(EPSO)-based support vector classifier (SVC) that extracts the support vector from databases, in 
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order to diagnose vibration faults in steam turbine-generator sets. Miguel Delgado Prieto et al. [7] 

presents a novel monitoring scheme applied to diagnose bearing faults. The development of 

diagnosis methodologies considering both kinds of bearing faults is, nowadays, subject of 

concern in fault diagnosis of electrical machines. A novel neural network structure is adopted to 

perform the classification stage. Kaveh Bastani et al. [8] proposed a fault diagnosis methodology 

by integrating the state space model with the enhanced relevance vector machine (RVM) to 

identify the process faults through the sparse estimate of the variance change of the process 

errors. Muhammad Amar et al.[9] presented a novel vibration spectrum imaging (VSI) feature 

enhancement procedure for low SNR conditions. An artificial neural network (ANN) has been 

used as a fault classifier using these enhanced features of the faults. It provides enhanced spectral 

images for ANN training and thus leads to a highly robust fault classifier. 

  

Some apply unsupervised learning methods such as cluster analysis [10] to detect and diagnose 

the failure data. Wentao Sui et al. [11] proposed a new method of bearing fault diagnosis based on 

feature weighted FCM. G.Yu et al. [12] presented a cluster-based feature extraction from the 

coefficients of discrete wavelet transform for machine fault diagnosis. Qing Yang et al. [13] 

proposed an ensemble fault diagnosis algorithm based on fuzzy c-means algorithm (FCM) with 

the Optimal Number of Clusters (ONC) and probabilistic neural network (PNN), called FCM-

ONC-PNN. Abdenour Soualhi et al. [14] presented a new approach for fault detection and 

diagnosis of IMs using signal-based method based on signal processing and an unsupervised 

classification technique called the artificial ant clustering. Debin Zhao et al. [15] presented a 

novel intelligent fault diagnosis method based on ant colony clustering analysis and it is verified 

by vibration signals acquired from a rotor test bed. Yaguo Lei et al. [16] presented a new hybrid 

clustering algorithm based on a three-layer feed forward neural network (FFNN), a distribution 

density function, and a cluster validity index to solve fault diagnosis problem of rotating 

machinery. Hesam Komari Alaei et al. [17] proposed a new on-line fuzzy clustering-based 

algorithm which is developed using integration of an adaptive principal component analysis 

approach with a weighted fuzzy C-means (WFCM) methodology for process fault detection and 

diagnosis (FDD) applications. 

 

But because the monitoring signal data is numerous, only typical fault samples can be labeled. 

Thus, how to apply semi-supervised learning technology in fault diagnosis is important for 

guaranteeing the equipment safety. According to this, a novel fault diagnosis method based on 

semi-supervised fuzzy C-means(SFCM) cluster analysis is proposed in this paper. 

 

2. FUZZY C-MEANS CLUSTERING ALGORITHM 

 
FCM algorithm was introduced by J.C.Bezdek[18]. It is intended to obtain clustering result of a 

data set by minimizing of the basic c-means objective function: 
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[ ]iku=U  is a fuzzy partition matrix of Z; 

[ ]1 2, , , , n

c i= ∈V v v v v RK  is a vector of cluster prototypes; 

ik k iD = −z v   is Euclidean distance between the sample kz and the center iv of the cluster i; 

( )1,m ∈ ∞  is a parameter which decides the fuzziness of the resulting clusters. 



International Journal on Cybernetics & Informatics (IJCI) Vol. 4, No. 2, April 2015 

 

283 

 

The minimization of ( ; , )J Z U V , under the constraint 
1

1
c

ik

i

u
=

=∑ , [0,1]iku ∈ , leads to the iteration of 

the following steps: 

1

1

( )

( )

N
m

ik k

k

i N
m

ik

k

u

u

=

=

=

∑

∑

z

v , 1 i c≤ ≤  

and 

2 ( 1)

1

1

( / )
ik c

m

ik jk

j

u

D D
−

=

=

∑
 

 

3. SEMI-SUPERVISED FUZZY C-MEANS CLUSTERING ALGORITHM (SFCM) 

 
The semi-supervised fuzzy c-means (SFCM) algorithm was first introduced by Pedrycz [19]. The 

objective function is shown as follows. 
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Pedrycz and Waletzky introduced a binary vector b ( kb is equal to 1 if the sample kx has been 

already labeled and 0=kb otherwise) to distinguish whether the sample is supervised and 

proposed an improved semi-supervised FCM algorithm, which has the following objective 

function: 
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Here, α is used to maintain a balance between supervised and unsupervised optimization 

mechanism and is proportional to the ratio of the number of all samples and the number of labeled 

samples. 

 

4. EXPERIMENTS 

 
4.1 Experiment on Iris data set 

 
In this experiment, the UCI data set [20], Iris, is used to do clustering by FCM and SFCM. The 

following Rand index [21] is adopted to evaluate the clustering effectiveness of these two 

methods. 
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Where 1P  means the clustering result of Iris data set, 2P  means the standard clustering result 

obtained by the labels of Iris data set, a denotes the number of any two samples in Iris data set 

belonging to the same cluster in 21, PP , b denotes the number of any two samples in Iris data set 

belonging to two different clusters in 21, PP , and n is the number of all samples. Obviously, 
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]1,0[),( 21 ∈PPRand . And 1),( 21 =PPRand when 1P  is the same as 2P . The smaller 

),( 21 PPRand is, the bigger the difference between 1P  and 2P .  

 

The Iris data set consists of 150 samples which are belong to three classes of Iris such as Iris 

setosa, Iris virginica and Iris versicolor. Each sample is measured by four features: the length and 

the width of the sepals and petals. Table 1 illustrates the basic information of the data set.  

FCM is applied in Iris data set and the clustering result plotted by first two features is shown in 

Figure 1. The Rand index of FCM clustering result is 0.9495. We set 30 samples as labeled 

samples and then apply SFCM in Iris data set. The clustering result plotted by first two features is 

shown in Figure 2. The Rand index of SFCM clustering result is 0.9575. This means that SFCM 

has better clustering result than FCM. 

 
Table 1. Class distribution and features of Iris data set 

 

Class 
Number of 

Samples 

Features 

No. Name 

Class 1:Iris setosa 50 1 Sepal length 

Class 2:Iris virginica 50 2 Sepal width 

Class 3:Iris versicolor 50 3 Petal length 
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Figure 1.  FCM Clustering on Iris data set 
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Figure 2.  SFCM Clustering on Iris data set 

 

4.2. Experiment on the steel plates faults data set 

 
The Steel Plates Faults Data Set was given by Research Center of Sciences of Communication, 

Rome, Italy [22]. There are 7 different steel plates’ faults in this data set: Pastry, Z_Scratch, 

K_Scatch, Stains, Dirtiness, Bumps and Other_Faults. It includes 1941 samples and each sample 

is described by 27 independent features. 

 

Table 2  shows the basic information of the data set. 348 samples which belong to Pastry and 

Z_Scratch faults are chosen as testing data set.  

 

FCM is applied in the steel plates faults data set and the clustering result plotted by first two 

features is shown in Figure 3. The Rand index of FCM clustering result is 0.5066. We set 80 

samples as labeled samples and then apply SFCM in this data set. The clustering result plotted by 

first two features is shown in Figure 4. The Rand index of SFCM clustering result is 0.5200. This 

means that SFCM has better clustering result than FCM. 

 

5. CONCLUSIONS 

 
Because the monitoring signal data is numerous, only typical fault samples can be labeled. Thus, 

how to apply semi-supervised learning technology in fault diagnosis is important for guaranteeing 

the equipment safety. This paper presents a novel fault diagnosis method based on Semi-

supervised Fuzzy C-Means(SFCM) clustering algorithm. It use labeled samples to guide the 

clustering process. Experimental results show that it is more efficient than traditional Fuzzy C-

Means(FCM) clustering algorithm. In the future, we will make a deep research about how to do 

fault diagnosis by semi-supervised clustering based on the kernel function[23, 24]. 
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Table 2. Class distribution and features of Steel Plates data set 

 

Class 

Number 

of 

Samples 

Features 

No. Name No. Name 

Pastry 158 1 X_Minimum 15 Edges_Index 

Z_Scratch 190 2 X_Maximum 16 Empty_Index 

K_Scatch 391 3 Y_Minimum 17 Square_Index 

Stains 72 4 Y_Maximum 18 Outside_X_Index 

Dirtiness 55 5 Pixels_Areas 19 Edges_X_Index 

Bumps 402 6 X_Perimeter 20 Edges_Y_Index 

Other_Faults 673 7 Y_Perimeter 21 Outside_Global_Index 

  8 Sum_of_Luminosity 22 LogOfAreas 

  9 Minimum_of_Luminosity 23 Log_X_Index 

  10 Maximum_of_Luminosity 24 Log_Y_Index 

  11 Length_of_Conveyer 25 Orientation_Index 

  12 TypeOfSteel_A300 26 Luminosity_Index 

  13 TypeOfSteel_A400 27 SigmoidOfAreas 

  14 Steel_Plate_Thickness   
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Figure 3.  FCM Clustering on the steel plates faults data set 
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Figure 4.  SFCM Clustering on the steel plates faults data set 
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