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ABSTRACT

Software testing is a process continuously performed by the development team during the life cycle of the software with the motive to detect the faults as early as possible. Regressing testing is the most suitable technique for this in which we test number of test cases. As the number of test cases can be very large it is always preferable to prioritize test cases based upon certain criterions. In this paper prioritization strategy is proposed which prioritize test cases based on requirements analysis. By regressing testing if the requirements will vary in future, the software will be modified in such a manner that it will not affect the remaining parts of the software. The proposed system improves the testing process and its efficiency to achieve goals regarding quality, cost, and effort as well user satisfaction and the result of the proposed method evaluated with the help of performance evaluation metric.
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1. INTRODUCTION

Basically Software is the process in which series of instructions for the computer that performs a particular task called a Program. System software and application software are the two major categories of software we have in the current scenario. Any program that processes data for the
user is known as application software for example sword processor, payroll, Application software etc. [1].

Generally a software product should only be released after it has gone through a proper process of development, testing schemes and bug fixing. Areas such as performance, stability and error handling by setting up test scenarios under controlled conditions and assessing the results comes under software testing. This is exact reason why software has to be tested. The main purpose or software is mainly tested to check that it meets the customer’s needs, expectation etc. It is a usual norm that software is considered of good quality if it meets the all the requirements of user. [9]

Whenever software is under the process of modification or under the process of updating some test cases needs to run and the comparison of new outputs based upon test cases is done with the older one to detect and to curtail any unnecessary changes. As a result of these comparisons if the proper matching of both new and old output (after modification) is there then it leads to the conclusion that the amendments in one part of the software would no longer effective to the other parts of the software. [1] Changes in the requirements or amendments in maintenance or evolution purposes may break existing working features, or may violate the requirements established in the previous software releases. If the requirements keep on varying it leads to the effect the existing working of the software. To resolve the above problems Regression testing is essential. Regression testing is one of the most crucial and critical activities of software development and maintenance purpose [9]. Regression testing has been used during the development and maintenance of a software product to assist software-testing activities and guarantee the attainment of adequate quality through various versions of the software product [2]. Regression testing permits to test modified software to provide confidence that no new errors are introduced into previously tested code. Regression test selection techniques attempt to reduce the cost of regression testing by selecting and running only a subset of the test cases in existing test suite [3]. Whenever software is modified with regression testing execution of number of time consuming test cases required. As In regression testing large number of test cases needs to be run therefore it is an impractical approach to run all the possible test cases. In order to make it much simpler prioritization technique of the possible test cases proposed, in which test cases having high priority according to some criterion, executed first then those having lower priority so that to enhance the performance.

2. TEST CASE PRIORITIZATION

In last few years, several researchers have done good amount of research on the test case prioritization problem and presented techniques for the same. Research has shown that at least 50% of the total cost of software development consists of testing activities [4], which is very high as compare to the other cost consuming activities. Proper behaviour of the software can be ensured and absence of unexpected faults also called as regression faults in the introduced changes can be confirmed by employing regression testing to the software [5]. Rate of regression fault detection can be increased up to greater extent during software development by adopting test case prioritization techniques [6]. In prioritization techniques test suites are prioritized according to some factors. Very less amount of researchers inclined towards requirement analysis phase using this technique.
3. PROPOSED TEST CASE PRIORITIZATION STRATEGY

In order to cover the changing requirements and theirs impacts over other modules weightage is calculated of test cases on basis two requirements based factor Which are considered as $Rfactors$ and requirement priority ($RPriority$) computed from those two $Reactor$'s $R$-value and Reweight. In the proposed strategy an algorithm is proposed which prioritized the test cases according the test case weightage ($TCW$).

3.1. Requirement Factors ($RFactors$)

On the basis of requirement analysis the two factors are considered and later on $RValue$ of requirement factor calculated for individual factor. The $Rfactors$ considered are as follows:

3.1.1. Requirement Modification Impact Localization ($RMIL$)

It is the measure of how much impact produced by the change in any requirement during the development phase from its original state i.e. change of state from the first time when requirement are gathered from the user. It is a measure assigned by the developer initially between the ranges of 1 to 10, which is the $RWeight$ of this $Rfactor$. It is computed from the number of times that particular requirement changed till present time from the first time requirements gathered from the user in the requirement analysis phase of software development. The values for all the requirements are assigned on a 10-point scale which states that a requirement is altered more than 10 times. $RValue$ of $RMIL$ is calculated by dividing the number of changes for any requirement $R$ divided to the maximum number of changes to be made as a result of change in that requirement $R$ among entire project requirements. If the requirement $R$ is changed $P$ times and $Q$ is the maximum number of requirements the $RValue$ of $RMIL$ of $R$ is calculated as

$$RValue\text{of } RMIL = \frac{P}{Q} \times 10$$

To calculate $RValue$ on a 10 point scale we multiply with 10 in above equation.

3.2.2. Degree of Coupling ($DC_R$)

It is the Degree of coupling of the particular requirement with other requirements. It suggests the how much one requirement is interlinked with other requirements, and the number of levels of changes to be made in other requirements with the change of a particular requirement. Its weight is assigned developer initially by the development between the ranges of 1 to 10. And this is the $RWeight$ of this $Rfactor$. In this paper we have discuss three levels of coupling to calculate its $RValue$ which are as follows:

3.2.2.1. Level 1

This level of coupling states that change of one requirement leads to change in one requirement it means one particular requirement is interlinked with 1 another requirement. The Relation among the those two requirements is 1:1
3.2.2.2. Level 2

This level of coupling states that change in one requirement leads to the change in 2 or more requirements. It means one particular requirement is interlinked with 2 another requirement. Relation among the requirements is \( 1: N \) where \( N \geq 2 \).

3.2.2.3. Level 3

This level of coupling states that change in one requirement leads to the change in 3 or more requirements. It means one particular requirement is interlinked with 3 another requirement. Relation among the requirements is \( 1: M \) where \( M \geq 3 \).

To understand this concept more consider a practical example of a student who takes admission in a university under a specific course name, and registration no. And allotment of hostel and food facility in hostel also has done with these credentials of the student. If later on student changes his course then his course name also changes and as a result of this necessary changes should be made in the records of hostel and changes made in hostel allotment records leads to the changes in the records of food facility of hostel. Thus this change in student course name leads to the changes up to two levels of requirements.

Logically if the course name is requirement \( R_1 \) during admission of student it is \( R_2, R_3 \) while allotment of hostel and food facility respectively.

Then

\[
R_1 R_2 \quad (\text{Level 1}) \\
R_2 R_3 \quad (\text{Level 2})
\]

From the equation it is clear that changes in \( R_1 \) leads to changes in \( R_2 \) and changes in \( R_2 \) leads to changes in \( R_3 \) i.e. Requirement \( R_1 \) is interlinked with two requirement and changes in \( R_1 \) leads to the changes up to two levels. This is an example of Level 2 type of coupling.

Therefore \( DC_p \) i.e. Degree of coupling for of \( R_1 \) is \( 2 \). Which means its \( RValue \) is 2.

3.2. Prioritization Technique

In this paper the proposed work goes in two different steps, each step has its own importance and impact. Those two steps are as follows.

3.2.1. Computation Of Requirement Priority (\( RPriority \))

Value of Requirement Priority (\( RPriority \)) states that priority the test case that consists of a particular requirement. \( RPriority \) for each of the requirement \( r \) is calculated from the above stated two factors. Higher the \( RPriority \) higher the need of testing the test case containing that requirement.
\[
RPriority = \sum_{n=1}^{K} (R factor Value \times R Factor Weight) \quad \text{........................................ (1)}
\]

Where \( k \) is the no of \( R \)factors considered. We consider two \( R \)factors, \( k = 2 \)

3.2.2. Test Case Weightage (TCW)

Every test case will be weighted before prioritization based upon certain criteria so that they can be tested accordingly. TCW in the proposed technique is based on \( R \)Priority. Test cases consists of high priority requirement calculated from equation 1 higher the priority of that test case.

3.3. Proposed Prioritization Algorithm

After computing the test case weightage for each of the test case, on the basis of TCW each test case will be prioritize before testing with the help of proposed algorithm in the proposed prioritization strategy. The algorithm gets input as test suite \( T \), test case weightage of each test case is computed and the output of the algorithm is the final prioritized test case order.

Algorithm:

1. Begin
2. Set \( T' \) empty
3. for each test case \( t \in T \)
4. \( \text{Calculate } RPriority = \sum_{n=1}^{K} (R factor Value \times R Factor Weight) \)
5. \( \text{Deduce } TCW \text{ from } RPriority \)
6. end for
7. Sort \( T \) in descending order on the value of test case weightage
8. Let \( T' \) be \( T \)
9. End

4. PRIORITISED TEST SUITE EFFECTIVENESS

After ordering the various test cases using prioritization strategy the performance of test suite also needs to be evaluated. It may be measured using various methods. It is always on a positive side to assess the effectiveness of the ordering of the test suite. Effectiveness is being measured by the rate of faults detected. We deduced a metrics \( M_{RP} \) from APFD metric that is used to calculate the level of effectiveness

4.1 \( M_{RP} \) Metric

The metric which was developed by Elbaum et al [8] that measures the rate of fault detection per percentage of test suite execution known as APFD metric.

APFD can be calculated as:
\[ APFD = 1 - \frac{T_{f1} + T_{f2} + T_{f3}}{nm} + \frac{1}{2n} \]

Where \( n \) is the number of test cases and \( m \) is the number of faults detected. With the help of APFD metrics (a performance analysis metric for test cases) to measure the effectiveness of proposed prioritization strategy, APFD metric can be deduced following metric based on the requirements and its priority [10]

\[ M_{R_P} = 1 - \frac{T_R1 + T_R2 + T_R3}{nm} + \frac{1}{2n} \]

Where \( n \) is the number of test cases and \( m \) is the number of requirements.

**5 An Example**

To understand how the proposed technique works, suppose we have requirement of the project as \( R = (R_1, R_2, R_3, R_4) \), Test Suite \( T = (T_1, T_2, T_3, T_4) \), \( R_{Value} \) and \( R_{weight} \) also suggested in the table below. We can calculate the \( R_{Priority} \) and \( TCW \) for each test case.

Table 1. Test Cases Containing Requirements

<table>
<thead>
<tr>
<th>R</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>R</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. RWeight and RPriority

<table>
<thead>
<tr>
<th>RFactor Weight (RWeight)</th>
<th>RFactor</th>
<th>R</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>RMIL</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>DCp</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>RPriority</td>
<td>12</td>
<td>22</td>
<td>18</td>
<td>14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
From the Table 2, it is clear that $R_{Priority_2} > R_{Priority_3} > R_{Priority_4} > R_{Priority_1}$. Thus, the order of execution of test cases weightage (TCW) computed from algorithm will be $T_1 > T_3 > T_2 > T_4$. Test cases will be executed in this order and finally result will be evaluated with the $M_{RP}$ Metric to compute the effectiveness of proposed strategy.

6. WORK FLOW OF PROPOSED PRIORITIZATION STRATEGY
7. CONCLUSION

In this paper we describe requirement based test case prioritization technique. This proposed technique is highly useful to identity and evaluate various issues arises while working with varying requirement environment. The proposed prioritization technique used most efficient factors to prioritize test suite because the errors introduced in the requirement phase is approximately 50% of all faults detected in the entire project. The change in requirements is the major factor attributable to the failure of the project so we prioritize test cases according to requirement priority and requirement factors.
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