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Abstract

In this paper, we would like to propose an improved algorithm for task scheduling in grid environment with metaheuristic ant colony optimization method considering the cost and time parameters from quality of service. The proposed algorithm is evaluated by using the required cost and time parameters to carry out the task. With implementation these parameters in the simulate environment, we can create situation that scheduling task will be done with better position and achieve high performance on computational grids. Finally the experiment and simulated results will show that the proposed heuristic scheduling algorithm performs significantly to ensure high throughput, reduced time and cost. Also proposed algorithm is more efficient in the grid environment. This proposed algorithm is more efficient than the adaptive ACS and MOACO algorithms.
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1. Introduction

For many years, researchers and scientists, taking into account and inspired by the environment, have managed to invent methods in order to address the existing issues, particularly issues that are NP-complete. Ant colony optimization method is one of the technical and metaheuristic approaches to solving NP-complete problems using the current state of the environment.

Grid environments have tried to study various scheduling algorithms for reaching the above purposes. Scheduling is an important tool for this purpose. Tasks scheduling is an NP-complete problem and finding the absolute optimal solution is too hard \cite{2,7,10,11,12}. So many heuristics have been developed to solve this hard problem. The heuristic scheduling can be classified into two categories: on-line mode and batch-mode heuristics. In the on-line mode heuristics, a task is mapped on to a machine as soon as it arrives at the scheduler. In the batch-mode heuristics, tasks are not mapped on to machines as they arrive; instead, they are collected into the buffer and then it is scheduled at prescheduled time \cite{2,5,6}.

Ant colony optimization (ACO) is a metaheuristic approach in which a colony of artificial ants cooperates in finding good solutions to difficult optimization problems. Ant colony optimization (ACO) is a nature inspired method for the solution of hard combinatorial optimization problems \cite{3,12,13,14}.
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Task duplication is an effective scheduling technique for reducing the response time of workflow applications in dynamic grid computing systems. In literature, task scheduling heuristics for DAG applications have been classified as list scheduling, cluster-based scheduling and duplication-based scheduling [10].

For the majority of Grid systems, scheduling is a very important mechanism. In the simplest of cases, scheduling of jobs can be done in a blind way by simply assigning the incoming tasks to the available compatible resources. Nevertheless, it is a lot more profitable to use more advanced and sophisticated schedulers. Moreover, the schedulers would generally be expected to react to the dynamics of the Grid system, typically by evaluating the present load of the resources, and notifying when new resources join or drop from the system. Additionally, schedulers can be organized in a hierarchical form or can be distributed in order to deal with the large scale of the Grid [8].

In this paper and in the second part of this paper, the attempts that have already been made in this respect will be discussed. In the third part of the paper, the main task and the formulas used in this paper will be discussed which include presenting the new algorithm and competence function. In the fourth part, related simulations are conducted along with a comparison made between simulations associated with the proposed method and adaptive ACS and MOACO methods. The fifth part includes the conclusion.

2. RELATED WORKS

Heuristic scheduling algorithms require mapping and scheduling tasks on machines in a grid processing system in order that it may construct an acceptable optimization. For example, mapping a task on to a machine with a minimum access time and a minimum cost; mapping a task on to a machine with a faster execution time than the time of the availability of the machine; or mapping a task on to a machine with less accomplishment time. Therefore, in order to carry out a better evaluation of the behaviour of the heuristic scheduling mappings, we need to make changes in the existing parameters and the simulation of various processing environments, whether homogeneous or heterogeneous.

2-1 Ant Colony System (ACS) algorithm

Most centralized computational applications in business and science can be demonstrated as a workflow. Each workflow can be designed and implemented on a multilayered basis. The upper layer involves the description of the workflow and the second layer gives an abstract view of the workflow. In this case, the workflow is shown as a set of services: \( S_i = \{s_i^1, s_i^2, \ldots, s_i^m \} \). In paper [1] a scheduling module has been focused to propose an appropriate scheduling algorithm. The abstract model of the workflow will be as DAG(Directed Acyclic Graphs) where \( G=(V,A) \), ‘n’ is the number of tasks and \( V=\{T1, T2, \ldots, Tn\} \) [1, 10].

2-1-1 ACS algorithm for the scheduling problem

The elementary idea of ACO is to simulate the foraging behaviour of ant colonies. When a group of ants set out from the nest to search for the food source, they use a special kind of chemical to communicate with each other. The chemical is referred to as pheromone. Once the ants discover a path to food, they deposit pheromone on the path. By sensing pheromone on the ground, an ant can follow the trails of the other ants to the food source. As this process continues, most of the ants tend to choose the shortest path as there have been a huge amount of pheromones.
accumulated on this path. This collective pheromone-depositing and pheromone-following behavior of ants becomes the inspiring source of ACO [1,7,12,13,14,15].

In reference [1], authors apply the ACS algorithm, which is one of the best ACO algorithms so far, to tackle the workflow scheduling problem in grid applications. Informally, the algorithm can be viewed as the interplay of the following procedures.

1) Initialization of algorithm, 2) Initialization of ants, 3) Solution construction, 4) Local pheromone updating, 5) Global pheromone updating, 6) Terminal test

Pheromone and heuristic information are the most important factors of an ACO algorithm. In general, pheromone is used to record the historical searching experiences and bias the ants’ searching behavior in future. On the other hand, heuristic information is some problem-based values to guide the search direction of ants. As the scheduling problem is mainly to map all tasks in the abstract workflow to service instances to form a concrete workflow, we denote the pheromone value of mapping service instance s_{ji} to task Ti as \( \tau_{ij} \), and the heuristic information value of mapping s_{ji} to Ti as \( \eta_{ij} \).

2-2 Multiple-Objective Ant Colony Optimization (MOACO)

The first extensions of ACO for MCOPs were proposed by the end of the 90s. While various early approaches targeted problems where the objectives can be ordered lexicographically or preferences of a decision maker are known, most proposals of MOACO algorithms were targeting towards multi-objective problems that are tackled in terms of Pareto optimization. For an overview of most of the available MOACO algorithms we refer to [3,9].

2-2-1 Available MOACO algorithms

In many practical problems, several conflicting criteria exist for evaluating solutions. In recent years, strong research efforts have been made to develop efficient algorithmic techniques for tackling such multi-objective optimization problems. Many of these algorithms are extensions of well-known metaheuristics. In particular, over the last few years, several extensions of ant colony optimization (ACO) algorithms have been proposed for solving multi-objective problems. These extensions often propose multiple answers to algorithmic design questions arising in a multi-objective ACO approach. However, the benefits of each one of these answers are rarely examined against the alternative approaches [3].

Typically, if one pheromone matrix is used, some or all non-dominated solutions are selected for update while in the use of several pheromone matrices some elitist choices w.r.t. the objectives represented in the pheromone matrices are done. During the solution construction, the question arises how to use the pheromones and also the heuristic information. If several pheromone matrices or several forms of heuristic information are used, a common choice is to use some weighted aggregation of these values [3].

In ACO problems with multiple objectives, there is more than one objective, therefore, their optimization all is of great importance. In such problems, objectives contradict each other. In other words, an improvement in one objective may result in worsening the others. To find optimum solutions to these problems is important. Therefore, some of the solutions might not be the best one as far as all the objectives are concerned. These solutions comprise a set of desired solutions [15,17].
For MOACO algorithm, different suggestions have been offered and each one has its own design and competence functions and specific updates. Some of these algorithms have been presented in [17].

3. DEFINITION OF PROPOSED ALGORITHM

The problem of task scheduling will be studied in homogeneous computing environment. In this model, there is number of dependent tasks to allocation and number of machines to execute these tasks.

Given the importance and complexity of the decentralized and distributed environments, a fast and optimum heuristic scheduling algorithm may play a key role in improving the productivity of a system so that, taking the outstanding parameters in the grid environment into consideration, the scheduling of the tasks may be carried out optimally, the tolerance of the error of the system may increase, and eventually the output of the system may improve.

In this paper, we want to consider the parameters of cost and service quality time and to conduct the grid workflow scheduling using the ant colony method. Here we will define two kinds of optimizations for cost and time and three kinds of heuristic methods. Using these optimization and heuristic methods, we will define functions for local and general pheromone updating as well as competence functions to select the next task and calculate $\eta$. Moreover, since the formulas used in the previous paper were complicated as far as timing and calculations, new formulations have been presented here.

Fitness function for proposed algorithm will be mentioned.

Heuristic information of mapping is as follows:

1. The value of the heuristic information of mapping $s_i$ on $T_i$ for Cost is calculated with the following formula:

   $$\eta_{ij} = CG_{ij} = \frac{\text{min}_-\text{cost}}{\text{Cost}_{ij}}$$

   (1)

   Where $\text{Cost}_{ij}$ the cost of task execution and the cost comprise incurred to go from node i to j and $\text{min}_-\text{cost}$ involves the minimum cost to execute a task in grid workflow scheduling.

2. The value of the heuristic information of mapping $s_i$ on $T_i$ as $\eta_{ij}$ for Time is calculated using the following formula:

   $$\eta_{ij} = TG_{ij} = \frac{\text{min}_-\text{time}}{\text{Time}_{ij}}$$

   (2)

   Where $\text{Time}_{ij}$ includes the execution time of task and the time spent to go from node i to j and $\text{min}_-\text{time}$ involves the minimum time to execute a task in grid workflow scheduling.

3. The value of the heuristic information of mapping $s_i$ on $T_i$ as $\eta_{ij}$ for Time / Cost is:

   $$\eta_{ij} = \frac{1}{2}(CG_{ij} + TG_{ij})$$

   (3)
In the proposed method, two kinds of constraints and two kind of optimization have been used that are defined as follows:

1. Time constraint: total time spent to select all the tasks which cannot be accepted if it exceeds the deadline. That is,
   \[ \sum_{i=1}^{n} s_{i,t} \leq \text{Deadline} \]  \hspace{1cm} (4)

2. Cost constraint: cost incurred to select all the tasks which must be less than or within the budget. That is,
   \[ \sum_{i=1}^{n} s_{i,c} \leq \text{Budget} \]  \hspace{1cm} (5)

3. Time optimization: to consider the cost constraint and be in a situation where the minimum possible time is spent.

4. Cost optimization: to consider the time constraint and be in a situation where the minimum possible cost is incurred.

Local updating of pheromone: Once an ant constructs its solution, it must update the existing pheromone on the trail. In doing so, the following function is used.

In the first step, \( \tau_0 \) is considered a very small value. In the following steps, calculation of pheromone and the local updating of the formula will be as follows:

\[
\begin{align*}
\tau_{ij}^{\text{new}} &= (1 - \rho)\tau_{ij}^{\text{old}} + \rho\tau_0 \quad \text{if Task Selecte} \\
\tau_{ij}^{\text{new}} &= (1 - \rho)\tau_{ij}^{\text{old}} \quad \text{else}
\end{align*}
\]  \hspace{1cm} (6)

Once all the ants have conducted the concerned timing and can select the possible states, general updating must be done. General updating is achieved through local updating and is based on the best state of the tasks selected.

\[
\tau_{ij}^{\text{new}} = (1 - \rho)\tau_{ij}^{\text{old}} + \rho\Delta \tau_{ij} \]  \hspace{1cm} (7)

The value of \( \Delta \tau_{ij} \) is equal with heuristic information \( (\eta_{ij}) \) in the states of cost and time optimization.

The main formula to select the next task is as follows:

\[
\begin{align*}
s_{ij} &= \arg \max_{q \in N} \alpha \tau_{ij}^{\alpha} \eta_{ij}^{\beta} \quad \text{if } q \leq q_0 \\
\text{Select Random otherwise}
\end{align*}
\]  \hspace{1cm} (8)
In this selection rule, a random number $q$ is generated and then compared the $q_0$. $N$ is the collective of tasks that can be selected. Amount of $\eta_{ij}$ is the specific problem heuristic information, and $\tau_{ij}$ the pheromone trails. $\alpha$, weight of pheromone factor; $\beta$, weight of heuristic visibility factor; $\rho$, the evaporation or decay rate of pheromone; $\tau_0$, threshold for pheromone at the beginning of the algorithm. The impact of these four factors has been studied thoroughly in the algorithm.

Used Data sets in this paper are data set 1 is as a complete graph with 51 nodes and the data set 2 is as a complete graph with 29 nodes.

We will consider algorithm administration as follows:

1. Adjusting the presuppositions and primary amount allocation, selecting ants with higher amounts of capabilities. Ants with capabilities less than the threshold level expected are not utilized.
2. Calculating $\eta$ values to calculate the mapping function.
3. Administering mapping function to select the next status and selection of $q_0$.
4. If $q\leq q_0$, the best Task is selected regarding the mapping function. Otherwise, task selection will be carried out randomly.
5. Local pheromone update for all ants.
6. Returning to status 3, until all tasks are administered.
7. choosing the best status up to now
8. General pheromone update by using ants' local pheromone update
9. Administering the cycle from status 3 until all cycles finish.
10. print the best solution
Pseudo-code of the components of the proposed algorithm is as follows:

```plaintext
Proposed Algorithm
%this Algorithm for the scheduling problem with Time and Cost parameter with colony
system approach
% Initialization of elements
% Initialize of DAG matrix
% Initialize of Cost and time matrix
%Heuristic Information (calculate the ETA)
%----------------------------------------------
Select the Heuristic and optimization you want for Task map
%The scheduling rule of mapping a service instances S to T is: mapping formula
for x=1:n_cycle
    Initialize of Tasks scheduled
    for i=1:n
        for j=1:m_ant
            q = random ();
            if(q<=q0)
                S=taw.^alpha+ETA.^beta;
            else
                Select randomly one of the Tasks
            end
            %Local_Update pheromone
            if (Task selected)
                taw=(1-Row)*taw+Row*taw;
            else
                taw=(1-Row)*taw;
            end
            Refresh matrixes
        end
    end
    %****************************************
calculated the min time and cost
Find best tour
value of -f- in
%Global_Update pheromone
taw_C(i,j)=(1-Row)*taw_C(i,j)+Row*ETA(i,j)
Print the best tour
end
```

4. SIMULATION AND ANALYSIS

To better evaluate the behaviour of mapping heuristics, a model of the execution times of the tasks on the machines is needed; so that the parameters of this model can be changed to investigate the performance of the heuristics under different computing systems and under different types of tasks to be mapped. In this part, at first, considering the feature s of the parameters, the behaviour and models of the grid environment, important parameters and different data, based on which the algorithms need to be analyzed, are developed and implemented. Then implementation of the previous algorithms and proposed ones is conducted in the programming and simulating environment. In the end, the results achieved through the implementation of the algorithms within the graphs, based on time and cost for the previous algorithms and proposed ones, are compared and evaluated.

Taking into consideration the formulation in the previous methods and the modifications made to them, and also the codification and simulation of them for all the conditions that have been
regarded for the next condition according to the value of $\eta$ and pheromone evaporation and the three heuristics for cost, time and cost/time, results have been achieved for each one of the heuristic methods as follows. Comparison of the simulations conducted according to the graphs and the default values and the selection of each one of the heuristic kinds for each of the optimizations mentioned above for the proposed method indicates improvement.

A large number of parameters affect the proposed algorithm, some of which are of greater importance for the execution of the algorithm. In this paper, simulation and analysis are based on $\alpha = 0.4$, $\beta = 0.7$, $\rho = 0.06$, $q_0 = 0.5$, $\tau_0 = 0.03$, number of ants $= 100$, iteration $= 100$.

Optimization of all service quality parameters have been shown in Table 1 and 2 considering the heuristic conditions of TG (for time heuristic), CG (for cost heuristic) and TC (for cost/time heuristic).

Four controlling variables play important roles in the algorithm presented. In this part we have experiment results in figures 3-6 as previously mentioned for behaviours of cost, time optimization with Cost, time and time/Cost together. Results show with every mentioned heuristics in proposed, adaptive ACS and MOACO algorithms in which proposed is optimal and have minimum cost and time compared with the two mentioned algorithms.

The results of the simulation are as follows:

Simulation for the cost optimization where data set 1 has been used is shown in Figure 3, Simulation for the time optimization where data set 1 has been used is shown in Figure 4, Simulation for the cost optimization where data set 2 has been used is shown in Figure 5 and Simulation for the time optimization where data set 2 has been used is shown in Figure 6.

Fig3. Cost optimization with data set 1; cost heuristic (cg), time heuristic (tg), time / cost heuristic (tc)
Fig 4. Time optimization with data set 1; cost heuristic (cg), time heuristic (tg), time/cost heuristic (tc)

Fig 5. Cost optimization with data set 2; cost heuristic (cg), time heuristic (tg), time/cost heuristic (tc)

Fig 6. Time Optimization with data set 2; Cost Heuristic (CG), Time Heuristic (TG), Time/Cost Heuristic (TC)
The results of simulation and tests for the two sets of data, data sets 1 and 2, have been also shown in Tables 1 and 2, where time optimization and cost optimization are considered as CG, TG, TC respectively for the cost heuristic, time heuristic, and time/cost heuristic together.

### Table 1. Simulation results for data set 1

<table>
<thead>
<tr>
<th>Cost Optimization</th>
<th>TG</th>
<th>CG</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min cost in ACS Algorithm</td>
<td>137.00</td>
<td>137.00</td>
<td>133.00</td>
</tr>
<tr>
<td>Min cost in Proposed Algorithm</td>
<td>132.00</td>
<td>133.00</td>
<td>131.00</td>
</tr>
<tr>
<td>Min cost in MOACO Algorithm</td>
<td>134.00</td>
<td>136.00</td>
<td>134.00</td>
</tr>
<tr>
<td>improved Proposed Algorithm than ACS</td>
<td>3.65</td>
<td>2.92</td>
<td>1.50</td>
</tr>
<tr>
<td>improved Proposed Algorithm than MOACO</td>
<td>1.49</td>
<td>2.21</td>
<td>2.24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time Optimization</th>
<th>TG</th>
<th>CG</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min cost in ACS Algorithm</td>
<td>926.00</td>
<td>849.00</td>
<td>833.00</td>
</tr>
<tr>
<td>Min cost in Proposed Algorithm</td>
<td>834.00</td>
<td>759.00</td>
<td>791.00</td>
</tr>
<tr>
<td>Min cost in MOACO Algorithm</td>
<td>878.00</td>
<td>852.00</td>
<td>844.00</td>
</tr>
<tr>
<td>improved Proposed Algorithm than ACS</td>
<td>9.94</td>
<td>10.60</td>
<td>5.04</td>
</tr>
<tr>
<td>improved Proposed Algorithm than MOACO</td>
<td>5.01</td>
<td>10.92</td>
<td>6.28</td>
</tr>
</tbody>
</table>

### Table 2. Simulation results for data set 2

<table>
<thead>
<tr>
<th>Cost Optimization</th>
<th>TG</th>
<th>CG</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min cost in ACS Algorithm</td>
<td>97.00</td>
<td>98.00</td>
<td>99.00</td>
</tr>
<tr>
<td>Min cost in Proposed Algorithm</td>
<td>95.00</td>
<td>95.00</td>
<td>95.00</td>
</tr>
<tr>
<td>Min cost in MOACO Algorithm</td>
<td>97.00</td>
<td>98.00</td>
<td>97.00</td>
</tr>
<tr>
<td>improved Proposed Algorithm than ACS</td>
<td>2.06</td>
<td>3.06</td>
<td>4.04</td>
</tr>
<tr>
<td>improved Proposed Algorithm than MOACO</td>
<td>2.06</td>
<td>3.06</td>
<td>2.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time Optimization</th>
<th>TG</th>
<th>CG</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min cost in ACS Algorithm</td>
<td>1040.00</td>
<td>1030.00</td>
<td>1030.00</td>
</tr>
<tr>
<td>Min cost in Proposed Algorithm</td>
<td>960.00</td>
<td>970.00</td>
<td>950.00</td>
</tr>
<tr>
<td>Min cost in MOACO Algorithm</td>
<td>1020.00</td>
<td>1000.00</td>
<td>1000.00</td>
</tr>
<tr>
<td>improved Proposed Algorithm than ACS</td>
<td>7.69</td>
<td>5.83</td>
<td>7.77</td>
</tr>
<tr>
<td>improved Proposed Algorithm than MOACO</td>
<td>5.88</td>
<td>3.00</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Regarded to results average improvement of the proposed algorithm as compared to ACS algorithm for the cost optimization is 2.69 and for the time optimization is 8.53, and the average improvement of the proposed algorithm as compared to MOACO algorithm for the cost optimization is 1.98 and for the time optimization is 7.40. For data set 2, the average improvement of the proposed algorithm as compared to adaptive ACS algorithm for the cost optimization is 3.05 and for the time optimization is 7.09, and the average improvement of the proposed algorithm as compared to MOACO algorithm for the cost optimization is 2.39 and for the time optimization is 4.63.

### 5. CONCLUSION

Results of the experiment indicate that the proposed algorithm is more improved, more efficient, and less complicated compared with the adaptive ACS and MOACO algorithms. The proposed algorithm has also reduced time and cost and has come to a better mapping function for the tasks and selection of next state. Proposed algorithm also reduced time and cost, increase efficiency
and achieve better mapping than previous algorithms in the grid environment. However, the proposed algorithm is of fewer time complexities and better efficiency compared with the previous algorithms. Also proposed algorithm in this paper is more efficient in the grid environment. The next work can be focused on the delay made in the distribution of ants and the existing delay in accountability and processing. In addition, the behaviour of these may be studied on heterogeneous and distributed environments.
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