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ABSTRACT

This research paper proposes an improved feature reduction and classification technique to identify mild and severe dementia from brain MRI data. The manual interpretation of changes in brain volume based on visual examination by radiologist or a physician may lead to missing diagnosis when a large number of MRIs are analyzed. To avoid the human error, an automated intelligent classification system is proposed which caters the need for classification of brain MRI after identifying abnormal MRI volume, for the diagnosis of dementia. In this research work, advanced classification techniques using Support Vector Machines based on Particle Swarm Optimisation and Genetic algorithm are compared. Feature reduction by wavelets and PCA are analysed. From this analysis, it is observed that the proposed classification of SVM based PSO is found to be efficient than SVM trained with GA and wavelet based feature reduction technique yields better results than PCA.
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1. INTRODUCTION

Automated classification methods are commonly used for the analysis of neuroimaging studies. Several multiresolution approaches have been proposed to detect significant changes in the brain volume using neighbourhood information. Various computer-aided techniques have been proposed in the past and include the study of texture changes in signal intensity[1], grey matter (GM) concentrations differences [2], atrophy of subcortical limbic structures [3]–[5], and general cortical atrophy [6]–[8].

Magnetic Resonance Images are examined by radiologists based on visual interpretation of the films to identify the presence of tumour abnormal tissue. The shortage of radiologists and the large volume of MRI to be analysed make such readings labour intensive, cost expensive and often inaccurate. The sensitivity of the human eye in interpreting large numbers of images decreases with increasing number of cases, particularly when only a small number of slices are affected. Hence there is a need for automated systems for analysis and classification of such medical images. The MRI may contain both normal slices and defective slices. The defective or
abnormal slices are identified and separated from the normal slices and then these defective slices are further investigated for the detection of tumour tissues.

Brain image analyses have widely relied on univariate voxel-wise analyses, such as voxel-based morphometry (VBM) for structural MRI [9]. In such analyses, brain images are first spatially registered to a common stereotaxic space, and then mass univariate statistical tests are performed in each voxel to detect significant group differences. However, the sensitivity of these approaches is limited when the differences are spatially complex and involve a combination of different voxels or brain structures [10]. Recently, there has been a growing interest in support vector machines (SVM) methods [11, 12] to overcome the limits of these univariate analyses. These approaches allow capturing complex multivariate relationships in the data and have been successfully applied to the individual classification of a variety of neurological conditions [13-16].

Alzheimer’s dementia (AD) is more prevalent today. The brain volume is significantly changed in Alzheimer’s Dementia patients compared to healthy subjects of the same age group. Visual assessment of ventricle volume or shape change has shown to be quite reliable [17][18] in detecting AD. Zhu [19] applied Fourier analysis for image features, Ferrarini [20], Chaplot [21] applied wavelets, Selvaraj et al [22] applied Haralick components to extract features for brain MRI analysis.

Matthew C. Clarke et al. [23] developed a method for abnormal MRI volume identification with slice segmentation using Fuzzy C-means (FCM) algorithm. Luiza Antonie [24] proposed a method for Automated Segmentation and Classification of Brain MRI in which an SVM classifier was used for normal and abnormal slices classification with statistical features.

2. IMAGE FEATURE ANALYSIS

2.1 TEXTURE ANALYSIS

Texture is an image feature that provides important characteristics for surface and object identification from image [25-27]. Texture analysis is a major component of image processing and is fundamental to many applications such as remote sensing, quality inspection, medical imaging, etc. It has been studied widely for over four decades. Recently, multiscale filtering methods have shown significant potential for texture description, where advantage is taken of the spatial-frequency concept to maximize the simultaneous localization of energy in both spatial and frequency domains [28]. The use of wavelet transform as a multiscale analysis for texture description was first suggested by Mallat [29]. Recent developments in the wavelet transform [30, 31] provide good multiresolution analytical tool for texture analysis and can achieve a high accuracy rate.

2.2 FEATURE REDUCTION

A standard method for reducing the dimensionality of medical images is principal components analysis (PCA), a data adaptive orthonormal transform whose projections have the property that for all values of N, the first N projections have the most variance possible for an N-dimensional subspace. PCA ignores spatial information. It treats the set of spectral images as an unordered set of high dimensional pixels. Wavelets are an efficient and practical way to represent edges and image information at multiple spatial scales. Image features at a given scale, such as region of interest can be directly enhanced by filtering the wavelet coefficients. For many tasks, wavelets may be a more useful image representation than pixels. The wavelet transform will take place
spatially over each image band, while the PCA transform will take place spectrally over the set of images. Thus, the two transforms operate over different domains.

2.2.1. PCA

Principal component analysis (PCA) is a mathematical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of uncorrelated variables called principal components. The number of principal components is less than or equal to the number of original variables. This transformation is defined in such a way that the first principal component has as high a variance as possible (that is, accounts for as much of the variability in the data as possible), and each succeeding component in turn has the highest variance possible under the constraint that it be orthogonal to (uncorrelated with) the preceding components. Principal components are guaranteed to be independent only if the data set is jointly normally distributed. PCA is sensitive to the relative scaling of the original variables. Depending on the field of application [32-34], it is also named the discrete Karhunen–Loeve transform (KLT), the Hotelling transform or proper orthogonal decomposition (POD).

However, PCA over a subset of wavelet coefficients can be used to find eigenspectra that maximize the energy of that subset of wavelet coefficients. For example, PCA on only the vertical wavelet subbands will result in eigenspectra that maximize vertical wavelet energy. More generally, we use the term Wavelet PCA to refer to computing principal components for a masked or modified set of wavelet coefficients to find Wavelet PCA eigenspectra, and then projecting the original image onto the Wavelet PCA eigenspectra basis. In this way, features at a particular scale are indirectly emphasized by the computed projection basis, enhancing the reduced dimensionality images without filtering artifacts.

2.2.2. WAVELET APPLICATION FOR MULTIRESOLUTION ANALYSIS AND DIMENSION REDUCTION

The wavelet transform (WT) has gained widespread acceptance in signal processing and image compression. Because of their inherent multi-resolution nature, wavelet-coding schemes are especially suitable for applications where scalability and tolerable degradation are important. Wavelet transform decomposes a signal into a set of basis functions. These basis functions are called wavelets. Wavelets are obtained from a single prototype wavelet \( y(t) \) called mother wavelet by dilations and shifting:

\[
\psi_{a,b}(t) = \frac{1}{\sqrt{a}} \psi\left(\frac{t-b}{a}\right)
\]

where \( a \) is the scaling parameter and \( b \) is the shifting parameter

The wavelet transform is computed separately for different segments of the time-domain signal at different frequencies. Multi-resolution analysis analyzes the signal at different frequencies giving different resolutions. MRA is designed to give good time resolution and poor frequency resolution at high frequencies and good frequency resolution and poor time resolution at low frequencies. It is good for signal having high frequency components for short durations and low frequency components for long duration. e.g. images and video frames.

Since wavelet transform [35-43] has been successful in signal processing application a continuity relationship connecting \( i-1 \), \( i \) and \( i+1 \) feature sets is preferred, as it exists in case of signals. The localization property of wavelet transform has the capability of extracting the finer details from the spatial signals. These finer detail features are processed and approximated thus
extracting the knowledge at all levels of wavelet decomposition of the spatial signal. The DWT has been used for texture classification [44] and image compression [45] due to multiresolution decomposition property. The wavelet decomposition technique was also used to extract the intrinsic features for face recognition [46].

In wavelet transform the approximation from N dimensions to the lower dimension generates the approximation coefficients and the error vectors generate the corresponding detail coefficients. Thus the entire process of multi resolution knowledge mining involves analyzing the error vectors at different vector spaces $V_k$ where $k < N$ for being capable of representing a stable knowledge. In the process of dimensionality reduction we search for the appropriate error vector $e_k$ in the lowest $K$ dimensional space where $K < N$ that would hold the optimum or enough detail for classifier and also extract the knowledge expressed by the error vectors at different dimensions.

3. TRAINING OF SVM

3.1. SUPPORT VECTOR MACHINES

Support Vector Machines are new learning techniques that were introduced in 1995 by Vapnik [47]. In terms of theory the SVMs are well founded and proved to be very efficient in classification tasks. The advantages of such classifiers are that they are independent of the dimensionality of the feature space and that the results obtained are very accurate, although the training time is very high. Support Vector Machines (SVMs) are feedforward networks with a single layer of nonlinear units.
Their design has like the GRBF networks good generalization performance as an objective and follows for that reason the principle of *structural risk minimization* that is rooted in VC dimension theory. The solution for a typical two-dimensional case can shave the form shown in Figure 1.
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Those training points for which the equality in of the separating plan is satisfied (i.e.) \( y_i(x,w + b) - 1 \geq 0 \ \forall i \), those which wind up lying on one of the hyperplanes \( H_1,H_2 \), and whose removal would change the solution found, are called *Support Vectors (SVs)*.

This algorithm is firmly grounded in the framework of statistical learning theory – Vapnik Chervonenkis (VC) theory, which improves the generalization ability of learning machines to unseen data [48,49]. In the last few years Support Vector Machines have shown excellent performance in many real-world medical diagnosis applications [50] including object recognition, and diagnosis in medical [51, 52].

SVM guarantees the existence of unique, optimal and global solution since the training of SVM is equivalent to solving a linearly constrained QP. On the other hand, because the gradient descent algorithm optimizes the weights of BPN in a way that the sum of square error is minimized along the steepest slope of the error surface, the result from training may be massively multimodal, leading to non-unique solutions, and be in the danger of getting stuck in a local minima.

### 3.2. Particle Swarm Optimisation

Particle Swarm Optimisers (PSO) are a new trend in evolutionary algorithms, being inspired in group dynamics and its synergy. PSO had their origins in computer simulations of the coordinated motion in flocks of birds or schools of fish. As these animals wander through a three dimensional space, searching for food or evading predators, these algorithms make use of particles moving in an n-dimensional space to search for solutions for a variable function optimization problem.
In PSO individuals are called particles and the population is called a swarm used to train the classifiers with best values [53]. PSO are inspired in the intelligent behaviour of beings as part of an experience sharing community as opposed to an isolated individual reactive response to the environment.

### 3.3 SVM-PSO

![Diagram](image)

Figure 4. Training SVM with PSO

### 3.4 Genetic Algorithm

The genetic algorithm (GA) is a popular optimization method that attempts to incorporate ideas of natural evolution. Its procedure improves the search results by constantly trying various possible solutions with some kinds of genetic operations. In general, the process of GA proceeds as follows.

First of all, GA generates a set of solutions randomly that is called an initial population. Each solution is called a chromosome and it is usually in the form of a binary string. After the generation of the initial population, a new population is formed that consists of the fittest chromosomes as well as offspring of these chromosomes based on the notion of survival of the fittest. The value of the fitness for each chromosome is calculated from a user-defined function. Typically, classification accuracy (performance) is used as a fitness function for classification problems. In general, offspring are generated by applying genetic operators. Among various genetic operators, selection, crossover and mutation are the most fundamental and popular operators. The selection operator determines which chromosome will survive. In crossover, substrings from pairs of chromosomes are exchanged to form new pairs of chromosomes. In mutation, with a very small mutation rate, arbitrarily selected bits in a chromosome are inverted. These steps of evolution continue until the stopping conditions are satisfied [54, 55].

### 3.5 Optimization of SVM using GA

This study analyses training of SVM with Genetic Algorithm in which the kernel parameter settings of the SVM model are globally optimized, in order to improve prediction accuracy of typical SVM.
Step 1: Generate initial population to find optimum factors, kernel parameters. The chromosomes are initiated with random values. The values for feature selection and instance selection are set to ’0’ or ’1’ indicating rejection and selection respectively. The Gaussian Radial Basic Function is used as the Kernel function of SVM. The upper bound C and kernel parameter $\delta$ are key variables that affect the performance of the SVM.

Step 2: Train the SVM process using the assigned value of the factors in the chromosomes, and calculate the performance of each chromosome. The performance of each chromosome can be calculated through the fitness function for GA. In this study, the main goal is to find the optimal or near optimal parameters that produce the most accurate prediction solution. The fitness function for the test data is set to the prediction accuracy of the test dataset.

Step 3: A new generation of the population is produced by applying genetic operators such as selection, crossover, and mutation. According to the fitness values for each chromosome, the chromosomes whose values are high are selected and used for the basis of crossover. The mutation operator is also applied to the population with a very small mutation rate. After the production of a new generation, Step 2 is performed again. From this point, Step 2 and Step 3 are iterated again and again until the stopping conditions are satisfied. When the stopping conditions are satisfied, the genetic search finishes and the chromosome that shows the best performance in the last population is selected as the final result.

Sometimes the optimized parameters determined by GA fit quite well with the test data, but they don’t fit well with the unknown data. The phenomenon occurs when the parameters fit too well with the given test data set. Hence, in the last stage, the system applies the finally selected parameters – the optimal selections of features and instances, and the optimal kernel parameters – to the unknown data set in order to check the generalizability of the determined factors.

4. METHODOLOGY

![Methodology Diagram]

Figure 5. Methodology of the study

The MRI images are preprocessed and enhanced before feature extraction using wavelet based Haralick features. Image features are reduced using wavelets, PCA. Data is divided in to Training and Testing data according to Figure 5.
4.1. Feature Extraction Phase and Classification

For feature extraction, the following steps are done:

- The voxel-wise texture features of image \( I(x, y, z) \) are extracted at each slice of 3D ROI by convoluting with 2D Gabor filters [56,57] and averaging inside the ROI. The 2D Gabor filters are mathematically described at location \( (x, y) \) as \( \lambda = 1/f \) is the wavelength, \( \theta \) the orientation, \( \gamma \) the spatial aspect ratio which determines the eccentricity of the convolution kernel.
- A 32X32 gray level co-occurrence matrix with 32 gray levels are generated for the first level approximation images of each training image considered for feature extraction.
- Haralick features listed in Table-1 is calculated for each training image.
- For each texture feature compute the average of different angles.
- Compute the overall mean of each feature of the entire set of images considered for feature extraction.
- Feature reduction using wavelets, PCA
- Feed features as input vectors to SVM.
- Test the sensitivity, specificity and accuracy of the classification based on the texture features.

Table 1. Haralick features

<table>
<thead>
<tr>
<th>Property</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular second moment</td>
<td>( \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} [p(i, j)]^2 )</td>
</tr>
<tr>
<td>Correlation</td>
<td>( \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \frac{ijp(i, j) - \mu_x \mu_y}{\sigma_x \sigma_y} )</td>
</tr>
<tr>
<td>Inertia</td>
<td>( \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} (i - j)^2 p(i, j) )</td>
</tr>
<tr>
<td>Entropy</td>
<td>( -\sum_{i=0}^{G-1} \sum_{j=0}^{G-1} p(i, j) \log_2 [p(i, j)] )</td>
</tr>
<tr>
<td>Absolute value</td>
<td>( \sum_{i=0}^{G-1} \sum_{j=0}^{G-1}</td>
</tr>
<tr>
<td>Inverse difference</td>
<td>( \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \frac{p(i, j)}{1+(i-j)^2} )</td>
</tr>
</tbody>
</table>

4.2. Cross Validation of the Classifiers

Cross Validation is a statistical analysis method used to verify the performance of classifiers. The basic idea is that the original dataset is divided into training datasets which are used for training
classifiers, and validation datasets for testing the trained models to obtain the classification accuracy as the evaluation performance of classifiers. This paper uses Leave-One-Out Cross Validation.

4.3. MRI DATASET

OASIS provides brain imaging data that are freely available for distribution and data analysis. This data set consists of a cross-sectional collection of 416 subjects covering the adult life span aged 18 to 96 including individuals with early-stage Alzheimer’s Disease (AD). For each subject, 3 or 4 individual T1-weighted MRI scans obtained within a single imaging session are included. The subjects are all right-handed and include both men and women. 100 of the included subjects over the age of 60 have been diagnosed with very mild to mild AD. Additionally, for 20 of the non-demented subjects, images from a subsequent scan session after a short delay (less than 90 days) are also included as a means of assessing acquisition reliability in the proposed study.

For each subject, a number of images are taken for analysis, including: 1) images corresponding to multiple repetitions of the same structural protocol within a single session to increase signal-to-noise, 2) an average image that is a motion-corrected co-registered average of all available data, 3) a gain-field corrected atlas-registered image to the 1988 atlas space of Talairach and Tournoux (Buckner et al., 2004), 4) a masked version of the atlas-registered image in which all non-brain voxels have been assigned an intensity value of 0, and 5) a gray/white/CSF segmented image (Zhang et al., 2001).

The SVM can be applied to different dimensional data by introducing a Kernel function to find a maximal margin hyper-plane in a high feature space that is well suited to the different classification problem structures. At the same time, it reduces the amount of training and testing, thereby increasing the classification accuracy for classification problems. The proposed method obtained the highest classification accuracy for the brain MRI classification problems. However, the number of features selected is less in the proposed method. This means that not all features are needed to achieve total classification accuracy. These results indicate that for different classification problems, the proposed method (binary particle swarm optimization) can serve as a pre-processing tool and help optimize the training process, which leads to an increase in classification accuracy. A good feature selection process reduces feature dimensions and improves accuracy.

5. RESULTS

For SVMs, correct parameter adjustment is crucial, since many parameters are involved. This can have a profound influence on the results. For different classification problems, different parameters have to be set for SVMs. The two factors $r$ and $C$ are especially important. A suitable adjustment of these parameters results in a better classification hyper-plane found by the SVM, and thereby enhances the classification accuracy. Bad parameter settings affect the classification accuracy negatively.

The computation time used in PSO is less than in GAs. The parameters used in PSO are also fewer. However, suitable parameter adjustment enables particle swarm optimization to increase the efficiency of feature selection. Figure 6 indicates that Wavelet based feature reduction provides comparatively higher classification accuracy. Figures 7 and 8 indicate that SVM trained with PSO has higher accuracy and sensitivity compared to GA based SVM.
Figure 6. Efficiency of Wavelet and PCA feature reduction techniques

Figure 7. Efficiency of Classifiers for the Longitudinal OASIS database
Figure 8. Efficiency of Classifiers for the Cross-sectional OASIS database

6. CONCLUSION

Building an efficient classification model for classification problems with different dimensionality and different sample size is important. The main tasks are the selection of the features and the selection of the classification method. In this paper, feature reduction using wavelets as well as PCA is analysed. Wavelet based feature reduction preserves the important details as well as reduces the features effectively than PCA. Combining wavelet with SVM provides better classification than with PCA.

The performance of SVM trained with PSO is compared with SVM trained by Genetic Algorithm. Experimental results show PSO based SVM method reduced the total number of parameters needed effectively, thereby obtaining a higher classification accuracy compared GA based SVM. The proposed method can serve as an ideal pre-processing tool to help optimize the feature selection process, since it increases the classification accuracy and, at the same time, keeps computational resources needed to a minimum.
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