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ABSTRACT 

 
Scanning baggage by x-ray and analysing such images have become important technique for detecting 

illicit materials in the baggage at Airports. In order to provide adequate security, a reliable and fast 

screening technique is needed for baggage examination.This paper aims at providing an automatic method 

for detecting concealed weapons, typically a gun in the baggage by employing image segmentation method 

to extract the objects of interest from the image followed by applying feature extraction methods namely 

Shape context descriptor and Zernike moments. Finally the objects are classified using fuzzy KNN as illicit 

or non-illicit object. 
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1.INTRODUCTION 

 

X-ray imaging is an important technology in many fields from inspection of delicate objects to 

weapon detection at security checkpoints [1].To achieve higher threat detection rates during 

inspection of X-ray luggage scans is a pressing and sought after goal for airport  security 

personnel. The Baggage inspection system used in airport ensures security of the passengers. The  

process of identifying the contents of each bag and the methods adopted by terrorists for hiding 

the threat objects are complicated, the existing luggage inspection system do not reveal 100% of 

threat items. Further an object inside a bag may be in any position, it may be rotated so an 

algorithm whist is rotational, translational invariant should be used for providing accurate results. 

In addition, the threat item is superimposed by other objects in the bag, the harder it becomes to 

detect it (effect of superposition). The passenger’s baggage may contain threat items such as 

handgun, bomb, grenade,etc which must be detected efficiently so the human operators must be 

assisted by an weapon detection system. Advanced security screening systems are becoming 

increasingly used to aid airport screeners in detecting potential threat items [2]. Unfortunately, 

most airport screening is still based on the manual detection of potential threat objects by human 

experts. In response to this, security training is relying heavily on the object recognition test 

(ORT) as a means of qualifying human airport luggage screeners [4].In order to provide 

appropriate security, a much more sophisticated, reliable, and fast screening technique is needed 

for passenger identification and baggage examination. Automatic threat detection is an important 

application in x-ray scene analysis. Understanding x-ray images is a challenging task in computer 
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vision and an automatic system should be developed that consumes less time for processing and 

performs accurately with reduced false positive results. 
 

Although several X-ray technology based automatic systems exist for threats detection, only a 

few of these systems make use of the well established pattern recognition and machine learning 

techniques.On the other hand, several approaches based on Classifier have  

been proposed to detect weapons[3].Additionally, the importance of image enhancement and 

pseudo-coloring[5] to help aid decision making by human is now a recognized area of critical 

need. Also, the system should provide automatic detection of potential threat objects. 

 

2. RELATED WORK 

 

For the detection of threat items, many types of imaging system exist. X-ray imaging systems and 

MMW (Millimetre wave imaging) are used and x-ray imaging system is widely used for carry-on 

bags. The techniques used for analysing these x-ray images are pseudo-coloring and segmentation 

based techniques. Pseudo-coloring [1]  process is the one in which the objects inside the bag are 

given different colors based on their material type. In segmentation based methods, the x-ray 

images are segmented to extract the objects of interest. Using these methods, satisfactory results 

are produced and assisted human for detecting the threat items. X-ray photons, however, 

penetrate most materials. As a result, all objects along an x-ray path attenuate the x-ray and 

contribute to the final measured intensity. In the x-ray community, a common way of 

disambiguating objects is through CT reconstruction [7]. This is typically obtained through the 

filtered back-projection algorithm. Although several X-ray technology based automatic systems 

exist for threats detection [8], only a few of these systems make use of the well established 

pattern recognition and machine learning techniques [9, 10, 11, and 12]. New X-ray imaging 

systems at airports use dual-energy analysis to estimate the atomic numbers of materials in the 

passenger baggage. This method obtains a measure of the density and thickness of the material. 

 

3. PROPOSED WORK.  

 

The image is converted to binary image by choosing the threshold as the mean of the two peaks 

of bimodal histogram and the objects are labelled. The area of each object is computed and the 

values are sorted. The mean value is calculated and is set as threshold to collect the objects of 

interest. Object boundary is extracted and shape feature extraction algorithm is implemented. The 

classifier is trained with the extracted features and the object is classified as object or non-object.  

 

                          
 

 

Figure 1 SampleX-ray Images 
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Figure 1 shows some of the x-ray images considered in this work.Figure 2 shows the overall 

frame work for the approach.  
 

Image 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

    

 

 

 

Figure 1 Flow chart of proposed work 

 

3.1 FEATURE EXTRACTION 

 

3.1.1 SHAPE CONTEXT DESCRIPTOR 

 

Shape is not the only, but a very powerful descriptor of image content .Shape is almost certainly 

the most important property that is perceived about objects. Shape provides more information 

about the object than other features and can be used in object recognition. Using shape as a 

attribute provide more accurate and reliable results .Addressing objects based on their shape is 

unique.Shape is an important cue as it captures a prominent element of an object.. Ideally, a good 

shape descriptor has the following  desirable properties1)Discrimination should be 

high;2)Efficient matching;3)Compact representation;4)Efficient Feature Extraction;5)Invariance 

to shape representation;6)Invariance to similarity transformation;7)Invariance to shape 

degeneracies and noises. 

 

 Shape context is a shape descriptor proposed by Serge Belongie and Jitendra Malik[13]. The 

shape context is anticipated to be a way of describing shapes that allows for measuring 

shape similarity and the recovering of point correspondences.It characterize a particular 
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point location on the shape.The fundamental idea is to pick n points on the contours of a 

shape. For each point pi on the shape, consider the n − 1 vectors obtained by connecting 

pi to all other points.The set of all these vectors is a rich description of the shape localized 

at that point but is far too detailed. The key initiative is that the distribution over relative 

positions is a robust, compressed, and very discriminative descriptor. So, for the point pi, 

the coarse histogram of the relative coordinates of the remaining n − 1 points, Concretely, 

for a point pi on the shape, compute a coarse histogram hi of the relative coordinates of the 

remaining n-1 points 

               

 )}()(:{# kbinpqpqh ii

k

i ∈−≠=                                                                                             (1) 

 

is define to be the shape context of pi  . The bins are normally taken to be uniform in log-

polar space. In the absence of background clutter, the shape context of a point on a shape can be 

made invariant under uniform scaling of the shape as a whole. This is accomplished by 

normalizing all radial distances by the mean distance α between the n
2
 point pairs in the shape. 

Consider the shape of the alphabet fig.3 (a).sampled edge points of the shape. A log polar 

histogram bin as shown in fig.3 (b) is overlaid on any sampled boundary point. Belongie et al. 

have used 12 bins for log r and 5 bins for angle θ. As illustrated in Fig. 1, shape contexts is 

computed for each point in the shape and will be unique for each point and similar shapes will 

have similar shape context.Translational invariance come naturally to shape context. Scale 

invariance is obtained by normalizing all radial distances by the mean distance between 

all the point pairs in the shape. 

 

 

 

 

 

 

 

 

 

 

Figure 2 Shape Context Computation 
 

3.1.2 ZERNIKE MOMENTS 

 

Moments have been widely used in image processing applications through the years. For both 

contour and region of a shape, one can use moment's theory to analyse the object. Geometrical, 

central and normalized moments were for many decades the only family of applied moments. The 

main disadvantage of these descriptors was their disability to fully describe an object in a way 

that, using the moments set, the reconstruction of the object could be possible. In other words 

they are not orthogonal. Zernike comes to fill this gap, by introducing a set of complex 

polynomials, which form a complete orthogonal set over the interior of the unit circle, 

 x
2
 + y

2
 = 1. 

 

 These polynomials have the form 
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Where n is a non-negative integer m is a non zero integer subject to the constraints n-|m| even and 

|m|≤ n, ρ is the length of vector from the origin ( )yx, to the pixel(x, y),θ the angle between vector 

ρ and x axis in counter-clockwise direction. Rnm(ρ ) is the  Zernike radial polynomials in (ρ,θ) 

polar coordinates  

 

)()(, ρρ nmmn RR =−                                                                                                            (3)   

                                                                                          

The Zernike moment of order n with repetition m for a continuous image function f(x,y), that 

vanishes outside the unit disk is 
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For a digital image, the integrals are replaced by summations to get 
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Suppose that one knows all moments Znm of f(x,y) up to a given order nmax. It is desired to 

reconstruct a discrete function ),(ˆ yxf whose moments exactly match those of f(x,y) up to the 

given order nmax. Zernike moments are the coefficients of the image expansion into orthogonal 

Zernike polynomials. By orthogonality of the Zernike basis 
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Since Zernike moments are only rotationally invariant, additional properties of translation and 

scale invariance should be given to these moments in some way. We can introduce translation 

invariance in the Zernike moments by converting the absolute pixel coordinates as follows 
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Where    
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are the centroid coordinates of the object (with m denoting the geometrical moment). 

 

Scaling invariance can be achieved by normalizing the Zernike moments with respect to the 

geometrical moment m00 of the object. The resulting moments are derived from the following 

equation 
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where Znm are the Zernike moments computed by using equation (4.4).Since Zernike basis 

functions take the unit disk as their domain, this disk must be specified before moments can be 

calculated. 

 

In the implementation, all the shapes are normalized into a unit circle of fixed radius. The unit 

disk is then centred on the shape centroid. This makes the obtained moments scale and translation 

invariant. Rotation invariance is achieved by only using magnitudes of the moments.  Rotation 

invariance is achieved by only using magnitudes of the moments. The magnitudes are then 

normalized by dividing them by the mass of the shape.  

 

The similarity between two shapes indexed with Zernike moments descriptors is measured by the 

Euclidean distance between the two Zernike moments vectors. The computation of ZMD does not 

need to know boundary information, making it suitable for more complex shape representation. 

Like Fourier descriptors, Zernike moments descriptors can be constructed to arbitrary order, this 

overcomes the drawback of geometric moments in which higher order moments are difficult to 

construct. However, Zernike moments descriptors lose the perceptual meanings as those reflected 

in Fourier descriptors and geometric moments. Besides, ZMD does not emphasize shape 

boundary features which are important features of a shape. Zernike moments have many 

advantages such as rotation invariance(the magnitudes of Zernike moments are invariant to 

rotation), robustness(they are robust to noise and minor variations in shape) and 

expressiveness(since the basis is orthogonal, they have minimum information redundancy). 

 

3.2 CLASSIFICATION 

 

Once significant features are extracted from X-ray images, a good classification technique is 

needed to identify the target object with a quantified confidence level so that this information can 

assist the security operator in making an appropriate response. Classifiers ranging from KNN to 

the Artificial Neural Networks (ANNs)are used for image classification, shape recognition, and 

image retrieval. However the classification rate in x-ray luggage scanning is well below 

satisfactory levels.  

 

3.2.1 FUZZY K-NN CLASSIFIER 

 

Fuzzy k-nearest neighbor is a classification technique, which provides the simplicity and the 

practicability of classical K nearest neighbor and also the advantages of using fuzzy logic.  Fuzzy 

sets are sets whose elements have degrees of membership. In classical set theory, the membership 

of elements in a set is assessed in binary terms according to a bivalent condition — an element 

either belongs or does not belong to the set. By contrast, fuzzy set theory permits the gradual 

assessment of the membership of elements in a set; this is described with the aid of a membership 

function. This algorithm assigns membership as a function of the object’s distance from its K-

nearest neighbours and the memberships in the possible classes.The main algorithm is very 

similar to K-NN. In the training procedure, the sample objects are located to the feature vector 

space and these samples are initialized in a fuzzy state. In the classification phase, for each new 

object x, it’s K nearest neighbors are detected and then class membership values are calculated 

according to the following formula: 
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Where, u
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th 

class membership value of neighbor
j 
and Wj is the weight of the neighborj  

given by 
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A distance measure d(i1,i2) between any pair a1=(a1,1 ,.........,a1,k); a2=(a2,1 ,.........,a2,k) of instances 

Euclidean distance is given by    
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The value of m, used to scale the effect of the distance between x and neighbor
j 

, is entirely 

arbitrary. As m approaches to ± infinity, the results of classifier approach to K-nn.  

 

 

 
 

 

Figure 3 A Classification Example 

 

Figure 3 shows A classification example of an unlabeled object with using fuzzy k nearest 

neighbor algorithm. In the figure (a), the unlabeled green circular object’s 3 neighbors are at the 

same distance. 

 

Fuzzy K-NN approach reduces the disadvantages of traditional K-NN approach and also it is a 

simple and effective solution for classification. 
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4. RESULTS AND DISCUSSION 

 

In this work the x-ray images of bags which are taken in the airport were considered. Size 

of the images used for processing is 310 X 1035. To obtain the optimum result in 

classification an efficient algorithm is used.In this project, feature extraction technique is 

applied to the input pre-processed image to extract features .A total of 15 images are taken among 

which seven images are with weapon and the remaining images are without weapon. The 

classifier which is used in this project classify efficiently. The classifier is initially trained for all 

the images. The training images with a new set of two images which is not included in the 

training is considered for testing. Figure 4 shows the objects of interest extracted after preliminary 

feature extraction process.A set of training and testing images considered for classification is 

shown in Figure 5 and Figure 6 respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

     

     

    

 

Figure 5 Training Images 

 

 
 

Figure 4 Objects Of Interest Extracted 
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Figure 6 Testing Images 

 

Figure 7 shows the detected weapon in the x-ray images considered. 

 

 
 

Figure 7 Detected Weapon 

 

5. CONCLUSION 

 

In this work, a fuzzy KNN based classifier has been presented to detect concealed 

weapon by capturing and analysing x-ray images. This proposed work relies on reliable 

features like Shape context descriptor and Zernike moments to detect concealed weapons. 

The proposed method performs satisfactorily and the future work involves classification 

of detected weapons.   
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