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ABSTRACT

Text Summarization is a way to produce a text, which contains the significant portion of information of the original text(s). Different methodologies are developed till now depending upon several parameters to find the summary as the position, format and type of the sentences in an input text, formats of different words, frequency of a particular word in a text etc. But according to different languages and input sources, these parameters are varied. As result the performance of the algorithm is greatly affected. The proposed approach summarizes a text without depending upon those parameters. Here, the relevance of the sentences within the text is derived by Simplified Lesk algorithm and WordNet, an online dictionary. This approach is not only independent of the format of the text and position of a sentence in a text, as the sentences are arranged at first according to their relevance before the summarization process, the percentage of summarization can be varied according to needs. The proposed approach gives around 80% accurate results on 50% summarization of the original text with respect to the manually summarized result, performed on 50 different types and lengths of texts. We have achieved satisfactory results even upto 25% summarization of the original text.
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1. INTRODUCTION

The volume of electronic information available on Internet is increasing day by day. As a result, dealing with such huge volume of data is creating a big problem in different real life data handling applications. Automatic Text Summarization [1-12] is the procedure to infer a condensed information from a large volume of data. The Automatic Text Summarization task makes the job easier for different Natural Language Processing (NLP) applications, such as Information Retrieval[13], Question Answering or Text Comprehension etc. These application can save time and resources, having their actual input text in condensed form.

Several types of summaries can be inferred from a text. As, Extracts [14-16]are summaries created by reusing portions (words, sentences etc.) of the input text and Abstracts[17-21] are created by re-generating the extracted content.

Most of the research works base on finding the extracts from a given text depending on few hand tagged rules, as the position[22] of a sentence in a text, format of words (bold, italic etc.) in a sentence, frequency of a word in a text etc. But the drawback of this approach is, it greatly
depends on the format of the text. As a result, importance of a sentence bases on its format and position in the text rather than its semantic information.

In the proposed approach we have extracted the relevant sentences from a single-document text based on the semantic information of the sentence using Simplified Lesk Algorithm [23-25], as an unsupervised learning algorithm and WordNet [26-28], as an online semantic dictionary.

Organization of rest of the paper is as follows: Section 2 is about the Theoretical Background of the proposed approach; Section 3 describes the Proposed Approach; Section 4 depicts Experimental Results along with comparison; Section 5 represents Conclusion of the paper.

2. THEORETICAL BACKGROUND

In the proposed approach, the relevance of a sentence in the text, where it belongs is extracted from its semantic information. Lesk algorithm deals with the semantic information of a word using an online dictionary WordNet. In this dictionary, words are arranged semantically rather than alphabetically. The proposed approach implies a modification on Lesk algorithm to deal with the semantic information of a word with respect to the text, it belongs.

2.1 Preliminaries of Lesk algorithm

The Typical Lesk approach emphasizes on finding the actual sense of a single word in a particular context, where the word can have more than one senses. That type of word is called ambiguous word. The Lesk algorithm finds the actual sense of that ambiguous word by the following way:

First, it selects a short phrase from the sentence containing an ambiguous word. Then, dictionary definition (gloss) of each of the senses of the ambiguous word is compared with glosses of the other words in that particular phrase. An ambiguous word is being assigned with that particular sense, whose gloss has highest frequency (number of words in common) with the glosses of other words of the phrase.

Example 1: “Ram and Sita everyday go to bank for withdrawal of money.”
Here, the phrase is taken depending on window size (number of consecutive words). If window size is 3, then the phrase would be “go bank withdrawal”. All other words are being discarded as “stop words”.

Consider, the glosses of all words presented in that particular phrase are as follows:
The number of senses of “Bank” is 2 such as ‘X’ and ‘Y’ (refer Table 1).
The number of senses of “Go” is 2 such as ‘A’ and ‘B’ (refer Table 2).
and the number of senses of “Withdrawal” is 2 such as ‘M’ and ‘N’ (refer Table 3).

<table>
<thead>
<tr>
<th>Key word</th>
<th>Probable sense</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 1. Probable Sense of “Bank”.
Consider the word “Bank” as a keyword. Number of common words is measured in between a pair of sentences.

<table>
<thead>
<tr>
<th>Pair of Sentences</th>
<th>Common number of Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>X and A</td>
<td>A’</td>
</tr>
<tr>
<td>X and B</td>
<td>B’</td>
</tr>
<tr>
<td>Y and A</td>
<td>A’’</td>
</tr>
<tr>
<td>Y and B</td>
<td>B’’</td>
</tr>
<tr>
<td>X and M</td>
<td>M’</td>
</tr>
<tr>
<td>X and N</td>
<td>N’</td>
</tr>
<tr>
<td>Y and M</td>
<td>M’’</td>
</tr>
<tr>
<td>Y and N</td>
<td>N’’</td>
</tr>
</tbody>
</table>

Table 4. Comparison Chart between pair of sentences and common number of words within particular pair.

Table 4 shows all possibilities using sentences from Table 1, Table 2, Table 3, and number of words common in each possible pair.

Finally, two senses of the keyword “Bank” have their counter readings (refer Table 4) as follows:

X counter, $X_C = A’ + B’ + M’ + N’$.
Y counter, $Y_C = A’’ + B’’ + M’’ + N’’$.

Therefore, higher counter value would be assigned as the sense of the keyword “Bank” in particular sentence. This strategy believes that surrounding words have same senses as of the keyword.

2.2 *Simplified Lesk approach*

The proposed approach adopts the typical Lesk approach and implies a modification for finding the importance of a sentence in a text.

Here, sentences are picked up one by one from the text.

Then, after discarding the stop words (as they don't participate directly in sense disambiguation) from the sentence, only the meaningful words are considered for further operation. Next, the dictionary definitions (glosses) of all these meaningful words are considered and intersection operation is performed between each of these glosses and the text itself rather than the glosses of the other words.
Total number of overlap for each sentence represents the weight of the sentence in the text. These weights represent the importance of the sentences in the text, which act as a key factor in summarization process.

3. PROPOSED APPROACH

In the proposed approach, a single-document input text is summarized according to the given percentage of summarization using unsupervised learning. First, the Simplified Lesk Approach is applied to each of the sentences to find the weight of each sentence (refer section 2.2). Next, the sentences with derived weights are arranged in descending order with respect to their weights. Now, according to a specific percentage of summarization at a particular instance, certain numbers of sentences are selected as a summary.

Lastly, the selected sentences are rearranged according to their original sequence in the input text.

Algorithm 1: This algorithm summarizes a single-document text using unsupervised learning approach (refer Figure 1). In Module 1, the weight of each sentence in a text is derived using Simplified Lesk algorithm and WordNet. In Module 2, the summarization process is performed according to the given percentage of summarization.

Input: Single-document input text.

Output: Summarized text.

Step 1: Input text is passed to Module 1, where the weights of each of the sentences of the text are derived using Simplified Lesk Algorithm and WordNet. In this module, the semantic analysis of the extracts are performed.

Step 2: Weight assigned sentences are passed to Module 2, where the final summarized result is evaluated and displayed.

Step 3: Stop.
Module 1: Algorithm 2: This algorithm evaluates the weights of the sentences of a text using Simplified Lesk algorithm and WordNet (refer Figure 2). Time Complexity of the algorithm is $O(n^3)$, as finding the total number of overlaps between a particular sentence and the gloss is of $O(n^2)$ complexity and this procedure is performed for all the $n$ number of sentences.

Input: Input text.

Output: Sentences of the text with assigned weight to each of it.

Step 1: The list of distinct sentences of the text is prepared.
Step 2: Repeat steps 3 to 7 for each of the sentences.
Step 3: A sentence is picked up from the list.
Step 4: Stop words are removed from the sentence as they do not participate directly in sense evaluation procedure.
Step 5: Glosses (dictionary definitions) of all the meaningful words are extracted using the WordNet.
Step 6: Intersection is performed between the glosses and the input text itself.
Step 7: Summation of all the intersection results represents the weight of the sentence.
Step 8: Stop.
Module 2: Algorithm 3: This algorithm evaluates the final summarized result and displays (refer Figure 3). Time Complexity of the algorithm is $O(n^2)$, which is evaluated at the time of arranging the sentences.

Input: 
- a) List of sentences of the input text with evaluated weights.
- b) Percentage of summarization.

Output: Final summarized result.

Step 1: Weight assigned sentences are arranged in descending order with respect to their weights.
Step 2: Desired number of sentences are selected according to the percentage of summarization.
Step 3: Selected sentences are re-arranged according to their actual sequence in the input text.
Step 4: Stop.

The proposed approach summarizes a text without depending on the format of the text and the position of a sentence in the text, rather than the semantic information lying in the sentence. In addition to, this approach is language independent. To extract the semantic information from a sentence, only a semantic dictionary in that language is needed.

4. OUTPUT AND DISCUSSION

This algorithm is tested on total number of fifty texts. The texts are of five categories, where each category contains ten number of texts. The categories are legend personalities, such as sacred soul, writer, patriot, singer and sports personalities, different technical reports, different newspaper articles on sports, politics, different travel narrations and short stories.

The length of the texts are taken different to see the efficiency of algorithm in different cases and all are in English language, as the semantic dictionary WordNet, used here, is in English. First, the texts are summarized by an expert person. At the same time, the texts are summarized by the system. Then the two results are compared using the mostly used parameters- Precession(P), Recall(R) and F-Measure(F). The parameters are expressed in the following way:

\[
\text{Precision(P)} = \frac{\text{correct}}{\text{correct} + \text{wrong}},
\]
\[
\text{Recall(R)} = \frac{\text{correct}}{\text{correct} + \text{missed}},
\]
F-Measure(F-M) = \frac{2 \times P \times R}{P + R}.

where,

correct = the number of sentences extracted by the system and the human;
wrong = the number of sentences extracted by the system but not by the human;
missed = the number of sentences extracted by the human but not by the system.

For example, 10 sample texts related to the legend personalities and their corresponding results are given below:

<table>
<thead>
<tr>
<th>Text</th>
<th>Correct</th>
<th>Wrong</th>
<th>Missed</th>
<th>P</th>
<th>R</th>
<th>F-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text 1</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>0.889</td>
<td>0.889</td>
<td>0.889</td>
</tr>
<tr>
<td>Text 2</td>
<td>36</td>
<td>5</td>
<td>5</td>
<td>0.878</td>
<td>0.878</td>
<td>0.878</td>
</tr>
<tr>
<td>Text 3</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>0.889</td>
<td>0.889</td>
<td>0.889</td>
</tr>
<tr>
<td>Text 4</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>0.889</td>
<td>0.889</td>
<td>0.889</td>
</tr>
<tr>
<td>Text 5</td>
<td>22</td>
<td>4</td>
<td>4</td>
<td>0.846</td>
<td>0.846</td>
<td>0.846</td>
</tr>
<tr>
<td>Text 6</td>
<td>26</td>
<td>6</td>
<td>6</td>
<td>0.812</td>
<td>0.812</td>
<td>0.812</td>
</tr>
<tr>
<td>Text 7</td>
<td>28</td>
<td>5</td>
<td>5</td>
<td>0.848</td>
<td>0.848</td>
<td>0.848</td>
</tr>
<tr>
<td>Text 8</td>
<td>32</td>
<td>6</td>
<td>6</td>
<td>0.842</td>
<td>0.842</td>
<td>0.842</td>
</tr>
<tr>
<td>Text 9</td>
<td>14</td>
<td>2</td>
<td>2</td>
<td>0.875</td>
<td>0.875</td>
<td>0.875</td>
</tr>
<tr>
<td>Text 10</td>
<td>20</td>
<td>4</td>
<td>4</td>
<td>0.833</td>
<td>0.833</td>
<td>0.833</td>
</tr>
</tbody>
</table>

Table 5: Performance measurement of the algorithm on sample texts.

In the above test, all the texts are summarized to 50% of their originals by the system as well as the expert person. So, the number of sentences in the summarized text for both the cases(system and person) are exactly same. For this reason in Table 5 the "Wrong" and the "Missed" columns show the same results.

Kaili Müürisep, Pilleriin Mutso: ESTSUM - Estonian newspaper texts summarizer(2005)[29]presented their test result as 60% average overlapping with handmade summaries using rule based approach. This unsupervised approach performs better (refer Table 5) compared to the rule based approach.

It is already tested that, the algorithm gives good results for large texts(more than 60 sentences), as well as for small texts(less than 20 sentences). It is also tested that the algorithm gives a satisfactory result at 25% summarization because the relevance of the sentences are derived from their semantic information.

It is observed that the proposed approach gives very good results for the technical reports as that type of texts contain a less number of named entity, because the less number of named entity in a sentence increases the number of meaningful words in the sentence. As much as the number of meaningful words in a sentence is increased, more number of glosses are obtained to be intersected with the text. As a result, the weight of a sentence is evaluated more effectively.

5. CONCLUSION AND FUTURE WORK

The proposed approach is based on the semantic information of the extracts in a text. So, different parameters like formats, positions of different units in the text are not taken into account. But in few cases, there are dominating numbers of named entities in a text. In those cases, hybridization
of the proposed approach with some specific rules regarding Named Entity Recognition should give more effective results.
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