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ABSTRACT 

 
Model predictive control (MPC) is an advanced control algorithm that has been very successful in the 

control industries due to its capability of handling multi input multi output (MIMO) systems with physical 

constraints. In MPC, the control action are obtained by solving a constrained optimization problem at 

every sample interval to minimize the difference between the predicted outputs and the reference value 

through the using of minimum control energy and satisfying the constraints of the physical system. 

Quadratic programing (QP) problem is solved using QPKWIK method which improves the active set 

method. The system architecture and design for the implementation of online MPC on the FPGA is taken 

into consideration in this paper to control a DC motor. This implementation is completed using Spartan6 

Nexys3 FPGA chip using simulation environment (EDK tool) and the comparison between MPC and PID 

controller is also established. 
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1.INTRODUCTION  

 
MPC has become an established control technology through its capability of handling problems 

with constraints. Many applications become using MPC such as petrochemical industry, 

chemical process industries, physical processes robotic control system, etc.[1, 2, 3]. MPC is a 

dynamic optimization problem so, it can be formulated as a QP problem. MPC has the ability to 

deal with the physical constraints which comes from the industrial applications and control 

process. MPC computes a vector of optimal control signals by solving QP problems according 

to a certain constraints to minimize the difference between the reference value and the future 

outputs predicted from an interesting plant model. Then only the first signal of the optimal input 

vector is then applied to the plant and this procedure from the prediction and optimization with 

new optimal input is repeated at the next sampling interval [4, 5]. 

 

A successful MPC routine can be obtained when it is mainly dependent on (i) the degree of the 

precision of the specification of a suitable plant model and (ii) the ability to solve the QP 

problem online with a prescribed sampling interval to generate a feasible solution within a 

sampling interval. The implementation of MPC with physical constraints for embedded control 

has been investigated in [6], where a Handel-C implementation of an MPC algorithm was 

described and realized on Xilinx Spartan 3 FPGA board. When applying MPC to complex 

systems with fast response time, the ability to solve the QP problem online become critical 

where computational resource may be limited when using it in the embedded applications [7]. 

 

The essence of the MPC controller is to solve a constrained optimization problem online. 

Therefore online computational complexity results in most of MPC systems implemented on 
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high performance computers, so MPC with various applications is limited on a field controller 

[8, 9]. The online optimization procedure must be completed in reasonable short time, in order 

to implement MPC algorithm in field controllers. There are many of hardware platform such as 

digital signal processing (DSP), application-specific integrated circuit (ASIC) and field 

programmable gate array FPGA. FPGA technology has several advantages such as flexibility, 

computing efficiency and contains many programmable logic resources, which can be 

configured to perform complex functions directly in hardware. Therefore FPGA may achieve 

very high processing speed [10, 11, 12]. 

 

FPGAs are equipped recently with a lot of resources that allow them to hold large digital 

systems on a single chip. FPGA vendors provide tools that allow the designer to build 

embedded systems efficiently on FPGAs. This implementation is completed using Xilinx 

Embedded Development kit (EDK), a tool provided by Xilinx for building an embedded 

system-on-chip approach (SoC) on its FPGAs. EDK allows the designer to build a complete 

microprocessor system based on an embedded processor from Xilinx called MicroBlaze. The 

tool provides a C/C++ compiler for that processor and an Integrated Development Environment 

(IDE) based on Eclipse framework. The system is implemented first on MATLAB, and the 

MATLAB code is converted to C code. The C code of the MPC algorithm is compiled into a 

bitstream file which is then downloaded to the Spartan6 Nexy3 board to configure the FPGA 

chip to perform the constrained MPC controller for a DC motor. 

 

This paper is organized as follows. Section 2 represents an introduction to MPC. Representation 

of MPC for speed control of DC motor is introduced in Section 3. The Generation of C Code 

from MATLAB code is discussed in section 4. A comparison between MPC and PID controller 

is established in section 5. Section 6, provides FPGA implementation for the system. In Section 

7 the paper is concluded. 

 

2.MODEL PREDICTIVE CONTROL 

 
MPC describe an approach to control design not specific algorithm and the interested people 

interpreted this approach to get the algorithm for their own need. MPC uses model process as 

shown in figure. 1to predict the future response of a plant in a feed forward manner (i.e. open 

loop) over specified time interval by solving a Finite-Horizon optimal Control (FHC) problem 

subjected to the constraints on state, control and output of the system [13, 14, 15]. 

 
 

 
Figure. 1. Structure of Model Predictive Control 
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MPC can be summarized into three main steps as shown in figure. 2. The first is the Prediction 

step on [N]. At each sampling time instant k, the model of the process is used to predict the 

future behavior of the controlled plant over a specified time horizon, which is often called the 

prediction horizon and is denoted by N. 

 

 

Figure. 2. Model Predictive Control Process 

 
The second one is Control horizon on [��], in this step a cost function is minimized subject to 

constraints to compute an optimal vector (u (k), u (k+1), u (k+2),…, u (k+��-1)) of controls of 

future input signals online at sample k over a specified time horizon, which is usually called 

control horizon and is denoted by �� at the end of the control horizon control action become 

constant. Finally the optimal value u(k) of control vector is then applied to the plant. At the next 

sample time k+1, the whole process of prediction and optimization will be repeated [16, 17].  

 

2.1 Mathematical Formulation of MPC 

 
MPC is sampled data algorithm so that the state variable model which represents the system    

can be written as follow. 

 					��� + 1	 = ����	 + �
��			���	 = ����	                       (1) 

 

Where, 	���	 ∈ ��, 
��	 ∈ ��, ���	 ∈ ��denote the state, control input, and output �	 ∈ ��×� 

is the state matrix, �	 ∈ ��×� is the input matrix. As introduced in [17, 18], a vector of optimal 

control input signals and states can be obtained using MPC controller and represented as follow ���	 	= 	 [
���	, 
��� + 1	, …… , 
��� + �� − 1	]�, ���	 = [���� + 1	,… , ���� + �	]�. 

Therefore the main task is to find the optimal control signal 
∗��		such that the performance 

index (objective function) in eq. 2 is minimized according to physical constraints to move the 

system from initial state to a final state as follow. 

 

 

                                    !"��#	$ = %&���� + �	'(��� +�			                   
                                                  

                                          +∑ ���� + !	*+��� + !	 +,-%+./ ∑ 
��� + !	�+
�� + !	,0-%+./ 		       �2	 
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                           Subject to  																																									
                                                y345 ≤ y ≤ y378, 	u345 ≤ u ≤ u378  
 

Where N=10, is the prediction horizon, N;=3, is the control horizon	*+ ∈ �,×, and �+ ∈�,0×,0 are symmetric and positive semi-definite weighting matrices that are specified by the 

user [19, 20]. The weighting matrices Q and R are the parameters that are tuned until a desired 

performance is achieved. eq. 2 can be written in the following standard QP form:   

 

 	 !"��#	$ = %&�,0� <�,0 + =��,0 		                                     (3) 

 

Subject to   	Λ�,0 ≤ ?....				
 

Where = ∈ �,0×� is composed matrix of the state vector x(k), <	 ∈ �,0×,0 is a constant matrix 

determined by <	 = 	A��*BA� + �B, 	=	 = 	A��*BAC���	. At each sampling interval the 

optimization problem of eq. 3 should be solved to obtain the optimal input signal. Note that A�, *B, RE,AC 	can be calculated as follow: 

 

 

		*B =
FG
GH
* 0 0 00 * 0 000 00 ⋱0 0%&'KL

LM , �B N� 0 0 00 � 0 000 00 ⋱0 0�O , �
̅ = NQ 0 0 00 Q 0 000 00 ⋱… ⋮QO , AC = FGG

GH ��&⋮⋮�,KL
LLM,	

	
 A� =

FG
GG
H � 0 		0 ⋯ ⋯ 																											0�� � 	0 ⋯ ⋯ 																											0�&�⋮∑ �+�,-%+./

��⋮⋯
�⋮⋯

0⋮⋯
⋯⋮⋯

																									0																									⋮				∑ �+�,-,0+./ KL
LL
M
. Λ, b are a constant matrices and can be  

 

determined by	Λ =
FGG
GH T,�̅A�−T,�̅	A�T,0−T,0 KLL

LM , b = 	
FGG
GH T,��VC −	T,�̅A����	−T,��+� +	T,	�̅A����	T,0��VC−T,0��+� KLL

LM
  

.	
2.2 QPKWIK Method for the Solution of QPs 

 
A multi-step Newton method that is called QPKWIK is used in this paper to solve the QP 

problem. This method is based on the karush-kuhn-tucker conditions for feasibility test and 

BFGS formula for optimality test. QPKWIK has been implemented for enhancing efficiency of 

the active set method and determining search direction if infeasible QP sub-problems are 

included [21, 22].  

  !"	 %&�,0�<� + =��,0                                                (4) 

 

                               Subject to     W��,0 ≥ ? 

Taking into account only the active inequalities eq. (4) can be rewritten as 
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  !"				 %&�,0�<� + =��,0                                             (5) 

 

                               Subject.to      Ⱥ��,0 = ? 

 

Where, Ⱥ represents the active inequality constraint. The optimal control signal is represented 

by x, that is corresponds to the optimization variable instead of �,0in eq. 5 [23]. 

 

2.3 Algorithm Used to Solve QPKWIK Method 

 

Step1: Initialization let	Z��#	 is the cost function, �# = [[&Z��#\%	]-% is the inverse of the 

Hessian matrix, μ^the Lagrange Multiplier, x∗ is the optimal point (decision variable), λa is the 

optimal step length,	dais the search direction, c# is the difference between two successive 

decision variable	c# =	�#\% 	−	�#, γa is the difference between two successive gradient point  e# = [Z��#\%	 − 	[Z��#	, m is the number of inequality constraints finally �. 	 represents the 

Lagrange multiplier coefficients.  

 

Step2: Find the unconstrained solution, � = −<-%=. 

 

Step3: Check for the violation of any of the inactive inequality constraint.  

 

Take the Lagrange multiplier.  

f��, μ, g	 = 	Z��	 +hμi�=i��	 + gi&	�
i.%  

Apply the necessary condition. 

 jf�. 	j�# = jZ��	j�# +hμi�
i.%

j�=i��	 + gi&	j�# = 0 

 jf�. 	jμi = =i��	 + gi& = 0,			k = 1,2, …………………………… . ,  

 

Step4: Computation of x∗and μ^∗ by solving KKT system 

 l�∗m∗n = o p qq� �r o−=? r 
 

Where, H, D and U matrices are explicitly expressed in the following form after using matrix 

inversion and schur complement. 

 p	 = −<-% + <-%Ⱥ�Ⱥ�<-%Ⱥ	-%<Ⱥ�<-% q	 = <-%Ⱥ�Ⱥ�<-%Ⱥ	-% � = −�Ⱥ�<-%Ⱥ	-% 
  

Determine the feasibility condition. 

 

If gi& ≥ 0 this implies to =i��	 ≤ 0,  j=1,2,………………………..,m 
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                   i. If all are satisfied, the current solution, is both feasible and optimal, stop.  

                   ii. Otherwise, apply switching condition which equal 23 and calculate,  

 jf�. 	jgi = 2μigi = 0,			k = 1,2, …………………… ,  

 

If  μ^ ≥ 0, it implies minimum value of the cost function.  

 

If μi < 0, it implies maximum value of the cost function, go to switching condition.  

 

Step5: Start with the optimal point, x∗ and with	n × n positive definite matrix, �#.  

 

Step6: Compute the gradient of the cost function, [Z��#) at point �#. 

 

Step7: Determine the search direction, u#.  

 u# 	= −[�#][Z��#) 

 

Step8: Compute the optimal step length, λa∗ 	in the direction, da .  
 

v#∗ = − [�Zw�#x. u#u#� . [&[Z��#	. u# 

 

Step9: Set     �#\% 	= 	 �# 	+ 		v#∗ 	u# 

 

Step10: Test the point for optimality. If ||[Z��#\%		|| ≤ 	z, where ε is a small positive quantity.  

 

Take x∗ ≈ xa\% and apply it to the prediction equation to get the next state.  

 ��� + 1	 = ����	 + �
��	 
Where, x∗ = u�k	.    
 

Otherwise, go to Step11. 

Step11: Update the Hessian matrix as 

 

[Ba\%] 	= 	 [Ba] 	+	�δa − Baγa	�δa − Baγa	~γ~�δa − Baγa	  

 

Step12: Set the new iteration number as	�	 = 	� + 1  go to Step5.   

 

 

 

 

 

3.IMPLEMENTATION  OF MPC FOR SPEED CONTROL  
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In this section the representation of MPC for motor speed control utility is implemented in 

figure. 3. This representation mainly has two phases the first one is done in the MATLAB 

engine which contain the first four blocks from the flowchart which are:  

 

• Develop MPC, in this step MPC is represented as a function it has three inputs and one 

output, internally contain the state space model of DC motor and the QP solver that used to 

solve the system optimization problem. 

• Verifying design functionality, to ensure that the output of the MATLAB code is the same 

as the output of MATLAB simulation we take the output file from MATLAB code and 

draw it using MATLAB command program, this is done by using MATLAB command 

"load". 

 

• Setting up model parameters with MATLAB coder to generate C code, in this two cases we 

use MATLAB coder to convert MATLAB code into C code to prepare the system algorithm 

that will be implemented on an FPGA board. 
.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure. 3. Flowchart for realizing MPC algorithm in MATLAB code 

 

The second one is done in the EDK tools which contain the last five blocks from the flowchart 

shown in figure. 3. as follow:  

 

• Manual modification of the generated C code, we add some portions of C code for example 

open a file to write the output of the algorithm on it, also open another file to write the 

output of the controlled plant on it, after that print this data on the output of the console of 

the program to be ready to draw it as mentioned before with MATLAB output. 
• Verifying design functionality, we take the output file of the C code and draw it by using 

the MATLAB command "load".  
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•  Exporting C code to SDK tools, after adjusting the C code we export it into SDK tools to 

be ready to down load it on an FPGA board.  

 

• Design synthesis and downloading bit stream file to FPGA board, the implemented C code 

is synthesized ensuring that the algorithm is true and generate embedded executable file 

(ELF), which like a hex file for some controllers, after that download this algorithm on the 

FPGA board to control the speed of the DC motor.  

 

Part of the implementation is developed using MATLAB, and the other part is completed using 

Xilinx EDK tools supported by FPGA board as indicated in figure. 3. 

 

3.1 System Modeling for Speed Control of DC Motor 

 
The model of the DC motor is shown in figure. 4. This consists of a DC motor, shaft and a load. 

The system can be represented by the continuous time state space equations: 

 

 
 

Figure. 4. DC motor model 

 

                                l		�%� ��					�&� ��		 n = N
− ���� − #���#�$� − ��$�O l

x%��	x&��	n + �
%��0 �	�V��	                 (9) 

 

Based on the parameters setting in Table 1, the discrete linear time invariant system of state 

space model can be written as,  where sampling time T� = 0.1sec.  

 ��� + 1	 	= o−0.0001 −0.00003.3864 0.9974 r���	 + o0.00250.2594r 		
��		         (10) ���	 = [0 1]���	 	+ [0]
��	                                                        (11) 

 

The only measurement available for feedback is.�&, which is the motor speed. Where the 

prediction horizon=10 and control horizon=3. The speed of the DC motor must be set at a 

desired value by adjusting the applied voltage �V(t) which is the motor input. The applied 

voltage must stay within the range −24v ≤ �V ≤ 24v		∀�. The plant has a single input �V��	, 
which is manipulated by the MPC controller and single output x&��	, which is the motor speed 

that is fed back to the controller [24, 25]. 

 

 

 

 

3.2 MPC Representation for Speed Control of DC Motor 
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In order to improve control system's robustness and reduce time of execution process, as shown 

in figure. 5, the representation of MPC is designed as a function written and programmed using 

MATLAB. This function has three inputs (the reference point, actual motor speed and the 

optimized signal it called manipulated variable and one output which is the optimized signal. 

 
Table 1. Description of the parameters and their corresponding 

 

Symbol Value  Definition 

�� 0.01 N-m/A Motor constant 

�� 0.01 V/rad/sec   

 

Back emf constant 

��   9.277e-6 kg-m& Motor inertia 

��         7.1e-10 N-m/rad/sec Motor viscous friction coefficient 

 �V 400 Ω Armature resistance 

fV 1.26 H  Motor inductance 

 

This function internally depends primarily on the optimization process that implemented using 

(QPs) solver of MATLAB. The implemented MPC is converted into C code using code 

generation to implement it on an FPGA board using EDK tools. And the output of the generated 

C code is tested and compared with resulted data of MPC simulator. Then the generated C code 

was implemented on the FPGA. 

4.GENERATION OF C CODE FROM MATLAB CODE 

 
MATLAB coder is a new tool which comes with MATLAB software package can be used to 

generate C code. The coder brings the Model-Based Design approach into the domain of FPGA 

development. After the manual modification on the C code generated by the MATLAB coder 

the result show that the output of the C code is very closed to the MATLAB simulation. MPC 

algorithm take 46 clock cycle for PC computer which equivalent to 0.0046ms and the time 

needed by SDK tool when used to execute a constrained MPC algorithm that is implemented on 

FPGA to we can't compute it because the algorithm is floating point and it run offline to 

compute the control actions (signals) and online control is implemented as a lookup table. 

figure. 6 shows the comparison between the MATLAB simulation and the generated C code for 

the motor speed, the response of the generated C code is approximately the same as the response 

of MATLAB simulation.   

 
Figure. 5. MPC representation for speed control 
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Figure. 6. Output response from MATLAB and C code 

 

The comparison between the MATLAB simulation and the generated C code for the applied 

voltage signal is shown in figure. 7. The optimal signal of MATLAB code is greater than the 

generated C code approximately by one at each sample. 

 

5.COMPARISON BETWEEN MPC AND PID CONTROLLERS   

 
One of the most widely used algorithm in industrial control application is the PID controller due 

to their simple structures, extensive control algorithms and low cost. The essence of PID control 

is to compare the system output with the reference points and minimize the error depending on 

the tuning of its three parameters to compute the control signal which is applied to the plant [26, 

27]. The response of the PID controller when used to control the speed of the DC motor is 

shown in figure. 8.The response of the MPC from the MATLAB code and MATLAB 

simulation is shown in figure. 9. The transient response of the two controllers can be obtained as 

shown in table 2. The rise time of the PID is smaller than MPC controller, over shoot of MPC is 

very small and almost equal to zero where PID over shoot is biggish and settling time of PID is 

larger than MPC controller. 

 

 

Figure. 7. applied voltage from MATLAB and C code 
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Figure. 8. Output response from MATLAB PID controller 

 

 
Figure. 9. Output response of the MPC from the MATLAB code 

 
Table 2. Comparison between PID and MPC controller 

 

controller rise time sec Settling time sec peak time maximum over shoot 

PID 0.469 2.39 0.791 0.23 

MPC 0.949 2 1.898 0.0014 

 

6.FPGA IMPLEMENTATION 

 
A complete microprocessor system based on an embedded processor MicroBlaze from Xilinx is 

built in the Xilinx Platform Studio (XPS) that is provided by EDK tools. The optimization 

problem needed to be solved at each sampling time so MPC controller is limited the application 

dynamic response. Therefore the concept of explicit MPC is used to compute the entire control 

action offline and the online controller can be implemented as lookup table in the FPGA board.   

 

Using one output port from FPGA board to write the output of the algorithm which is the 

manipulated variable (the first signal from the optimal control vector signals generated by the 
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optimizer) to the motor, write user constraint file (UCF) that is corresponding to the selected 

ports according to its pin numbers. Then generate bitstream corresponding to the hardware 

chosen and launch SDK to the software C code algorithm on the IDE eclipse framework 

developed by FPGA board. The logic resources utilization of the MPC algorithm that 

implemented on FPGA to solve the optimization problem is shown in Table 3.  

 
Table 3. Resource utilization for MPC 

 

Flip-flop Look-up table Dsp18 A1s RAM block 

1765/2503     (70%) 

 
1931/9112      (21%) 3/32      (9%) 32/32   (100%) 

 
The whole design is implemented on a spartn6 Nexys3 FPGA board as shown in figure. 9. The 

C code implementation of the MPC algorithm is compiled into a bitstream file which is then 

downloaded to the Spartan6 Nexy3 board to configure the FPGA chip to perform the 

constrained MPC calculations and it is tested on a speed control of DC motor. 

 

 

 

Figure. 9. MPC implementation on spartan6 nexys3 FPGA board 

 

7.CONCLUSION 

 
MPC controller is designed and implemented using FPGA board. A QP solver to system design 

is used to accelerate the optimization process in MPC algorithm it is much faster than traditional 

approaches. The MPC suggested algorithm is implemented to control DC motor speed. A 

comparison between MPC and PID controller is established, that indicate MPC is better than 

PID in both maximum overshoot and settling time and PID is better than MPC in rise time and 

peak time. The proposed MPC algorithm can achieve satisfactory performance when 

appropriate parameters are chosen, and hence this can be applied to large fields of industrial 

process controllers. 
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