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ABSTRACT

We present a Heterogenous Data Quality Methodo(¢tyQM) for Data Quality (DQ) assessment and
improvement that considers all types of data madaie an organization, namely structured data
represented in databases, semistructured data lysuepresented in XML, and unstructured data
represented in documents. We also define a metainiodrder to describe the relevant knowledge
managed in the methodology. The different typeslatd are translated in a common conceptual
representation. We consider two dimensions widelglyaed in the specialist literature and used in
practice: Accuracy and Currency. The methodologyvjates stakeholders involved in DQ management
with a complete set of phases for data quality sssent and improvement. A non trivial case stualy fr
the business domain is used to illustrate and esdidhe methodology.
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1.INTRODUCTION
1.1 Background and Motivations

Information and communication technologies haveraextlinarily increased the amount of
information that is managed within organizationabgesses. In the last years, academic
researchers and private consultants have sheddigktte correlation between information and
organizational processes that either consume alugmdata. Consequently, the quality of these
data assumes a crucial role [27]. In fact, low iyalf data a) can be a proxy indicator of either
low process quality or loose control of procesdqerance, and b) can have an impact on the
organizations’ ability to fulfil the needs of theiustomers and create value efficiently and
effectively. Since data are almost ubiquitous indera organizations, assessing and improving
their quality can be complex, mainly for two reasoan the one hand, data are not given on
their own in the organizational domain; ratheradate always given in a specific context. This
context encompasses precise requirements aboutrtbequality of data as well as about how
tasks are actually performed (practices) with resspe reference models of action (processes).
This means that Data Quality (DQ) must be evaluaterding to the expectations of users and
consumers (cf. the concept of quality as fitnessuie [35]). Accordingly, human actors must
be involved in any DQ assessment program and tlagedeconsequences must be addressed
coming from the involvement of practitioners whoulktb have different competencies,
responsibilities and diverging interests about data

On the other hand, organizational data are inangsidistributed in heterogenous resources
and represented with different formats, even ifythefer to the same organizational entities,
ranging from almost unstructured, e.g. in file eyss, document repositories and on the web, to
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highly structured, e.g. in database managementmgstin the literature, data sources are
classified depending on the level of structure ttaracterizes them. According to a widely
accepted yet quite informal convention, the literatdistinguishes between data sources in
terms of

1. Structureddata, if their formal schema (i.e., formats, typmmstraints, relationships) is
defined and explicit.

2. Semistructureddata, (sometimes also called “self-describing”adf?)]) if data are
something in between raw data and strictly typeth,dee., when they have some
structure, but it is not as rigidly structured as databases [1]. They are usually
represented with XML markup language.

3. Unstructureddata, if they are but sequences of symbols (&t laaa human reader),
e.g., a string in natural language, where no sjgesifucture, type domains and formal
constraints are defined.

Differences in the format of data are necessasdfiected in the methods and techniques that
organizations use in order to assess and improweytiality of their information resources.
These differences lead to methodologies that stperselection and implementation of DQ
improvement programs that are tailored to speciBeds and domains. For instance, large
databases are maintained by data cleansing anddrewatching techniques, whereas
organization's documents are improved in qualityadgpting more structured templates and
more formal and unambiguous lexicons and by esfaiblj internal auditing procedures.

1.2 Research Objectives

Nowadays, organizations must cope with data reptedein different format; therefore, the
main point that we address in this paper is thedraprehensive and general approach towards
the DQ improvement of all these types of data ésifele and indeed necessary. Within a single
organization, for instance, an important concephsas that of ‘customer’ can be mapped either
into a corporate database, in electronic accounisvoices, as well as in the address books of
its agents. In order to give a contribution to fiterature on data quality that focuses on such a
comprehensive approach, we present the Heterogereata Quality Methodology (HDQM)
and the underpinning meta-model. Our aim is to @skithe topic of how to improve the quality
of key single information sources; not only in lighf the information sources involved in an
organization, but above all, in light of the coreeg entities that they represent. In other words,
the main idea underpinning HDQMtis map the information resources used in an orgsion

to a common conceptual representation and therssess the quality of data considering such
homogeneous conceptual representatida a result we achieve two goals: on one hand, we
reach the flexibility and modularity that is needadhen coping with users of different
departments (e.g., a salesman and an IT develapdr)evels (e.g., an IT project manager and
the CEO). On the other hand, by assessing datdtyqoal each organizational (information)
resource and composing DQ values at the leveleottimmon concepts represented we provide
organizations with a wider selection of improvemstrategies they can undertake to achieve
their quality targets. For instance, provided that overall quality of the information regarding
customers must increase by, say, five percentl{iggun less costs and missed opportunities),
HDQM encompasses methods to choose what resouetesing to customers should be
improved first or more intensively, and how theedjve should be reached.

HDQM is an extension of the Comprehensive Data QUECDQ) methodology [7] towards

semistructured and unstructured relational datacesu The scope of our contribution is within

the DQ area and, therefore, does not cover ishwsare addressed by the wide range of

disciplines investigating unstructured textual datach as natural language processing and

information retrieval, or other unstructured sosr¢ee., images and sounds). Covering also

unstructured relational data means to considerrmdition resources that are usually neglected
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in other approaches to data quality improvement that bear great importance in modern
organizations. In fact, raw tables in documentsmitlists or files where aggregated sets of
values are separated by some delimiter (e.g., anzgra colon) are often the first stage in which
relational data are managed by people, before tlmeling in either XML files (for electronic
exchange) or databases (for querying and storihg).unstructured relational data, no
information about data types and constraints igmgiwesides the mere content of the relation
(or table) itself. For this reason, they are défarfrom semistructured documents, in that they
are associated with no well-defined schema. Fogusm relational data allows us to assume
that the information resources considered withiea HDQM are defined both in intensional
terms, i.e., they cover and make different aspettsrganizational concepts explicit, and in
extensional terms, i.e., they associate differehties to different aspects of the concept they
represent. Future work will address how HDQM canelsgended to other unstructured data
types (like texts, images and sounds) by encompggiimensions, metrics and improvement
techniques tailored to specific type of data.

The paper is organized as follows. In Section 2 present the related work. In Section 3, we
introduce a simplified but real case study to whHitibQM is applied and tested against results.
In Section 4, we present the meta-model that enessgs the main concepts and dimensions
that HDQM considers. Section 5 classifies and @sfilbQ dimensions and metrics for
heterogeneous data. In Section 6, we outline HD@kt highlight the new phases and
activities that are introduced to cope with hetermpus types of data. Sections 7, 8, and 9
describe in detail the three main phases of HDQaMmely, State reconstruction, Assessment,
and Selection of the optimal improvement procegsally, Section 10 draws the conclusions
and outlines the future lines of work.

2.RELATED WORK

In this paper, we address several problems retat#te quality of heterogeneous data, such as
methodologies for DQ assessment and improvement, di@ensions and composing
techniques. The large majority of research contitis in DQ methodologies focus on
structured and semistructured data: see [8] foorapcehensive survey. In the following, we
propose a comparison between HDQM and the DQ metbgigs shown in Table | in order to
emphasize our original contribution and peculiaritygeneral, a DQ methodology provides a
set of guidelines and techniques that, startingnfioput information that describe a given
application context, define a rational process ¢seas and improve the quality of data. The
main sequence of activities of a DQ methodology oemasses three phaseState
reconstruction Assessment/Measuremand Improvement HDQM keeps this structure and
enriches the steps defined in each phase or, ie sases, introduces distinctive ones.

In the State reconstruction phase, few methodotogomsider different types of data managed
by the organization. For example, AIMQ uses theegenterm information, and performs
qualitative evaluations using questions which applgtructured data, but may refer to any type
of data, including unstructured ones. In regardssémistructured data, the DaQuinCIS
methodology proposes a model that associates ywalites with XML documents. The model,
called Data and Data Quality (D2Q), is intendedbt used in the context of data flows
exchanged by different organizations in a coopegaiformation system. The quality values
can be associated with various elements of therdatiel, ranging from individual data values
to whole data sources. The HDQM proposes to consifletypes of data in the State
reconstruction phase by using a model that allawgHe description of information depending
on different levels of abstraction (see the HDQMtarmodel in Section 4). Furthermore,
HDQM drives the measurement and improvement of D@edsions that are associated with
each of the different types of data. Another ctmition of HDQM is related to the effectiveness
and usability of techniques used to relate the dataces of an organization with processes,
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organizational units and dimensions. For exampl2QW uses suitable tools such as IP-Map
[29] in order to diagram and analyze the processvhich data are manufactured. Complex
solutions such as IP-MAP cannot always be adoptedtd their high costs and the practical
unfeasibility of the step of thorough process minaigl For these reasons, HDQM adopts less
formal, but more feasible solutions. For instartbe, set of matrixes, within the HDQM meta-

model, describe the main relationships among & daurces.

Table I: Methodologies considered in the comparisih HDQM

Methodology | Extended name Main
Acronym reference
TDQM Total Data Quality Methodology [33]
TIQM Total Information Quality Management [13]
AIMQ A methodology for information quality assessm [18]
CIHI Canadian Institute for Health Information [19]
methodology
ISTAT ISTAT methodology [14]
COoLDQ Loshin Methodology (Cost-effect Of Low [20]
Data Quality)
DaQuinCIS Data Quality in Cooperative Informatioys®ms [28]
CDQ Comprehensive methodology for Data Quality [7]
management

In the Assessment/Measurement phase, a number omBi@odologies (e.g. TIQM, AIMQ,
ISTAT) manage a fixed set of DQ dimensions (andricgt and their approach is strictly
“hardwired” to these dimensions. A distinctive exden is represented by the ISTAT
methodology which focuses on how to guarantee ttadity of data integrated from multiple
databases of local Public Administrations. Besigesviding a detailed measurement for a
limited set of DQ dimensions, ISTAT suggests imgment procedures that are applicable only
for these dimensions. HDQM addresses this problgmelining an approach that can be easily
generalized to any dimension, despite the facttieag we present it with respect to Accuracy
and Currency. The presented approach also triegtemd the assessment techniques proposed
in the literature for structured and semistructudath to unstructured data. In particular, for
structured and semistructured data, the qualitysisally measured along DQ dimensions such
as Accuracy, Completeness, Consistency and Curreige they are context independent and
associated with consolidated assessment algorifargs [23]). Instead, for unstructured data,
the assessment techniques are less consolidategesteral level and they are only analyzed in
particular domains such as Web Information Systgi} design documentation [24] and the
archival domain [17]Another important issue within the Assessment/Meament phase is the
definition of techniques to compose DQ dimensioftse problem of defining a composition
algebra for DQ dimensions has been consideredvieralepapers (e.g., [23]). In particular, there
are strong similarities between our approach aadtte described in [30] that illustrates how to
evaluate the Completeness DQ dimension, by extgndiprevious work on Timeliness and
Accuracy [5] on the basis of the notion of managinfprmation as a product -Information
Product (IP) [34]. An IP is composed of both rawadelements and component data elements.
Their evaluation approach encompasses the calenlafi Completeness at any level of the IP
by using aggregation operations. These are matheahdtinctions used to compose the
Completeness value on the basis of the differergldeof the IP. Our composing technique
extends this approach by considering two weightdhim composition function, which are
measured by quantitative metrics and representetheance and the scope of the data.

In the Improvement phase, the DQ methodologies rgépeadopt two types of strategies,
namelyData-drivenand Process-drivenData-driven strategies improve the quality ofadiay
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directly modifying the values of data. For example,incorrect data value can be fixed with the
data taken from a more accurate database. Prodges-cstrategies improve quality by
redesigning the processes that create or modify. &arr example, an acquisition process can be
redesigned by including an activity that verifidge taccuracy of data before storing them.
TDQM offers the possibility of applying only the quess-driven strategy by using the
Information Manufacturing Analysis Matrix [5], whicsuggests when and how to improve data.
It is worthwhile to note that a methodology exchety adopting either a data-driven (as for
DaQuinCIS) or a process-driven strategy may nofldable for organizations that have DQ
practices. The only methodologies that openly asftbis issue are the CDQ and the HDQM,
which jointly select data-and process-driven teghes. The selection of the most suitable
strategy and improvement technique is based on idedegpendent decision variables.
Furthermore, HDQM discusses new techniques to ingptbe quality of unstructured data (see
Section 9.2). Another HDQM contribution in the impement phase is an extension of the
specific techniques proposed only in TIQM, COLDQ@ aDQ for cost-benefit analysis. For
example, COLDQ focuses on the evaluation of théscassociated with poor data quality, as an
argument for supporting the investment in a knogéethanagement program. Instead, HDQM
proposes a more qualitative approach or cost-temedilysis in order to define the data quality
targets and to guide the selection of the mosaklgtimprovement process (see Section 9.3).

3.THE RISTOBILL CASESTUDY

In this section we outline the main requirementd aeharacteristics of the case study that we
consider to illustrate HDQM. The core business gbravate firm, the Ristobill Ltd., is to
develop innovative systems for wireless handhettéoentry systems. These systems are used
by waiters to collect orders from patrons at thaliles and communicate with the kitchen in real
time through a wireless connection. As the majaoitypusinesses, the main entities at Ristobill
are those of Customer and Supplier. In this exampdewill concentrate on the Customer entity
and mention two suppliers of customer profilingommhation. Typical customers of Ristobill are
restaurants, pubs, bistros, snack bars and tlteindees. At Ristobill, three business units are
directly involved with customers, although in vedifferent ways and with different quality
requirements on the Customer entity.

The Marketing Departmen{MD) and its network of commercial agents are sigegd to either
seek new customers or propose new solutions anchdesg to old ones. MD agents need to
have very precise information on the profile ofgrdtal customers as this can be acquired from
specific vendors and aggregated along several diimes, like region, turnover, and cuisine.
MD agents are also the first contact between Rilstaibd the market, and provide the rest of
the enterprise with valuable information on whastomers need, are willing to pay for and
have paid for. Th&echnical DepartmenfTD) is supposed to monitor the well running ofdso
installations and provide both ordinary and extigmary maintenance upon on it. In order to
give apt and timely assistance, TD members must thly on information about customers
regarding which systems they purchased, at whiatl lkef quality of service and where they are
exactly located. Lastly, theAccounts Departmen{AD) needs accurate and up-to-date
administrative information for invoice drawing aadcounting.

The Customer entity at Ristobill is representedhyge main data sources depicted in Figure 1,
that also shows the data flow and processing pHias#éisem. They are:
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Figure 1: The data processing described in the stasky

1. A hugeWhite Page Directonffrom now on, WPD) that is created starting frdme tata
streams coming from two different profiling providgPVD1 and PVD2 in Figure 1). The
two providers focus on different types of infornsation potential customers and their
output is assumed to be an accurate representatitime reality of interest. PVD1 was
chosen for provision of complete administrativead@.g., who is the owner of a facility
and the facility’'s accurate name) as well as geallpation data (like facility address,
phone number and GPS coordinates). Conversely, PMd32been chosen for its highly
valuable information about business typologies amatket shares (e.g., market sectors,
average billing and turnover). These two provideffer a complete service catalog, that
Ristobill subscribed for the cheapest service,the.provision of unstructured web pages.
These two parallel data flows are then merged stoRill into one long web page which is
updated every two weeks and rendered on the Rlsiobianet. The merging program
assumes that different rows from the HTML streamss keetween < tr >< /tr > tags; this
program accomplishes some syntactic normalizatjoresolving common abbreviations on
addresses and conventions on phone numbers (likerssquare or slashes for dashes,
respectively). After this normalization the mergimggram performs a first record linkage
activity to identify information referring to theame customer, performed with simple
distance functions and regular expression evalnafior instance, fields are any string
between two consecutive < td > tags). Elementsplsimows within the HTML stream) that
are recognized as pertaining to the same objegustr@ppended without further processing
in one single WPD row. Since the customer directanyies from two different data sources
with no particular constraint on data types anduss) it is rendered into an almost
unstructured source, where data are representédpoegsible redundant and overlapping
data on trade names.

2. An Agent-Customer Spreadshdde (ACS) that is partly derived from the WPD and
contains some further fields to be filled in theldi of work. Examples of such fields are i) a
valuable “remark” field (in which agents jot dowheir personal experience on how to
approach a certain customer), ii) a field to anteotiae secondary address for the charge and
discharge of goods and iii) a field for the typolagf a stipulated contract. Each agent gets a
copy of this source stored in laptop, and is sup@ds use and compile it in daily job of
social networking, customer first contact and bessnnegotiations. In this process, the
source is partitioned in two subsets: the portibreoords pertaining to acquired customers
(A in Figure 1) and the portion of potential custym (P in Figure 1). Every week an
account manager merges the various spreadsheeisgctyrom their agents and creates one
global file where buyers are characterized witradhat will be then used by the TD (e.g.,
serial number of the purchased product, type ofrachand restaurant address) and the AD
(e.g., identifiers such as fiscal codes and V.Admbers, ownership data and company full
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names). Since any field in the spreadsheet idlgttigped but with no semantic constraints,
the ACS can be considered semistructured.

3. Every two weeks, a semiautomatic procedure patseshared ACS spreadsheet and feeds
its data into aCorporate Data BasgCDB). Some clerks are supposed to watch for
duplicates, evident outliers and errors that apented by colleagues from the TD and AD.
Specific business rules check the semantic intebetween fields and foreign keys. While
TD employees must usually use both the ACS and @DBhow exactly where to ensure
service assistance, clerical workers from the ADlsively rely on the CDB data to issue
invoices and to keep Ristobill books updated.

4. THE HDQM META-MODEL

The HDQM meta-model shown in Figure 2 represents itain types of organizational
knowledge managed within the steps of HDQM. In ortte represent the concepts of the
HDQM meta-model, we use the Entity Relationship ®Idd?2]). The concepts are as follows.

| Organizational Unit | )

©On)

(1 n)
Metric
oncepTuaI Entity |
(1 " i i @y

C
r'ovtdes/Consu
(ir) Process (ln) @fw

(Ln)
p wdes/Consu es (Ln)

Figure 2: The HDQM meta-model

A Processis an articulated sequence of activities that peeformed by and within the
considered organization. Processes are considered their efficiency and effectiveness are
influenced by data quality. A@rganizational Unitis a significant element of an organization
that is involved in data production, use and prsicgs it is characterized by an internal
structure and a set of internal rules. ReSource(RS) is any information source that an
organization can either use or get access to iardalrepresent some aspects of the reality of
interest. The term ReSource comes from the fattRBa can be seen as either business assets —
i.e., sources of supply by which to get informat{oa., a resource) — or also as the origin itself
of these data (i.e., a source). Within a businegarozation, RSs are managed during processes
of either information production or information gumption. Typical examples of RSs are
databases, data flows, either electronic or papsedb documents. Data represented in RSs can
be either structured, semi-or unstructured.

In our case study, there are three RSs: i) the 8MPige Directory (WPD), ii) the Agent-Customer
Spreadsheet (ACS) file, and iii) the Corporate D8ase (CDB). These are, respectively, an
unstructured, semistructured and structured data RS

A Conceptual EntitfCE) is any concept that refers to a single phemameof the reality of
interest and that is possible to abstract fromRBs used within an organization: e.g., customer,
supplier, facility, commodity. A CE refers to a cept that is independent of the specific way a
single RS represents it, as well as of the RS'sjghAy medium and format.

In our case study, the White Page Directory (WPE&fers to a single CE, that of Customer; The
Agent-Customer Spreadsheet (ACS) refers to thenRalteaCustomerCE and to the Acquired
CustomerCE; the tables of the Corporate Data B&eR) refer to different CE (e.g., Customer,
Solution, etc. . .).

66



International Journal of Database Management Sys{ddDMS ), Vol.3, No.1, February 2011

The HDQM meta-model proposes to explicitly distirsjubetween RSs and CEs because both
the dimensions pertaining to the quality of RSs tmthe quality of CEs must be addressed,
each with the most suitable techniques for the dsimn under consideration. Moreover, our

point is that the tight tie between RSs and theesponding CEs (represented therein) must be
considered to enable and support a comprehensipagh to data quality assessment and
improvement.

In our case study, Customer is an example of C&ustomer table within a CDB can be the most
convenient and reliable means of storing confidgnitaformation that must be queried along
several and often quite complex dimensions; coeWer#\CS files can be convenient means of
quickly and easily transmitting customer directerieto multiple travelling salesmen
asynchronously. The WPD can be used by the agétiie #D to quickly get access to customer’s
information.

In the HDQM meta-model, one CE can be referred bitiple RSs within an organization, and
vice versa. Moreover, each CE is also associatéd te processes in which it is involved to
the organizational units it belongs to and to tiss fhat refer to it.

5.DQ DIMENSIONS FOR HETEROGENEOUS DATA

DQ dimensions are quality properties that charaen certain resource and are measured by
applying a suitable metric to the RSs. We follow tlefinition given within the 1SO standard
9126-1 and conceive of a metric as both a measuntgonecedure and a proper unit of measure,
i.e., the domain of values returned by the measemn¢procedure. In what follows, our aim is to
describe the considered dimensions and relatedasielrat can be associated to RSs and the
corresponding CEs. Since a single CE can be retatedveral RSs, we also need to introduce
the concept of composing function. This functioneg a CE, allows us to compute the value of
a given quality dimension for the CE at hand frdra values of the dimension regarding the
related RSs.

We consider two dimensions that have been widedyyaed in the specialist literature and used
in practice:AccuracyandCurrency Accuracy is defined as the closeness betweeiua vaand
another value v. of the domain D, which is congdeas the correct representation of the real-
life phenomenon that v aims to represent [9]. le tbllowing, we will discuss what in the
literature is called Syntactic accuracy, since thighe type of Accuracy mainly proposed in the
assessment of the DQ methodologies. Syntactic acgus measured by means of comparison
functions that evaluate the distance between vtlamalements belonging to D. For structured
data we can calculate the Syntactic accuracy opk t of a relation using the metric (1) based
on [26], where ris the i-th value of the tuple t, |t| is the numbgattributes of the considered
tuple and acc(rD(r)) is defined as (2).

tl
acd(r;, D(r))) 1 it r,1 D(r)

(1) Acqt) == i (@acdr,D(r)) = NED(r,D(r)) otherwise

The acc(:,") returns a value equal to 1 if theranixact matching between the valuend its
closest value in Dfy, that is, ris syntactically accurate. Otherwise the functieturns the
normalized edit distance [11] which takes into ardothe minimum number of character
insertions, deletions, and replacements requiredotovert a value;rto a value in D{J. In
particular, NED is a metric valued in [0, 1] whdiee value 0 means an exact match. For
semistructured data, the metrics for Accuracy aneencomplex since no complete information
about the structure and semantics of data is ysashilable; thus, we have to preliminarily
create an association between the values cont@ingge semistructured data sources and the
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related domains. To do this, the XML schema camxteacted (as described in [15]) in order to
identify (i) the different elements in the XML daoent (e.g. the ‘Customer’ element), (ii) the
different properties of an element (e.g. the ‘Namesperty for the ‘Customer’ element) and
(iiif) the associated domain for each property (thg. Name domain for the ‘Name’ property).
For each property p of an element, it is then fdesdio identify its associated value ri, where
each ri pertains to a specific domain D(ri). Fipadpplying the same formula (1) given for the
structured data, we calculate the Accuracy of teenent by using ri as a value speci.ed in a
property and |p| as the number of properties. Betructured data, we adopt a metric that uses
the structured techniques mentioned above, oncglesiobjects have been extracted and
classified by means of information retrieval tecfu@s. To our aims, we propose an approach to
perform the object identification and classificatithat is based on the standard information
extraction task presented in [22]. Information agtion is a process employed to fill in the
fields of a database when only unstructured ordlyoformatted text is available. The process
encompasses i) the object identification finds $kerting and ending boundaries of the text
segments that are traceable back to a particulariiCEhe object classification determines
which domain D has to be associated to each objjectinstance, “John Smith” could be a text
shippet associated with the Name domain.

Once structuring techniques, as the above mentjdreee been applied, it is possible to use the
same formula (1) given for the structured and seogiired data to calculate the Accuracy of
the object o, where Is a segment specified for the object o and |dhésnumber of these
segments. For the three types of data, it is nossipte to apply the following general formula
to calculate the Accuracy of an RS, where the amyX) function is applied on each tuple t
for structured data, elementfer semistructured data and obje¢tfar unstructured data and
where n is the number of tuples, elements or objeentified in the RS.

n

AccuracyX,)
(3) AccuracyRS) ==

n

The second DQ dimension that we consider is Nomedlicurrency. We define Normalized
currency as the ratio between Actual and Optimatericy. Currency is usually defined (e.g.,
[9]) as the “temporal difference between the datehich data are used and the date in which
data have been updated”. Therefore, Normalizedenuayr is the ratio between the minimum
timespan that data have become old (Optimal cuyjesied the Actual currency of these data.
More specifically, Normalized currency concerns hmamptly data are updated with respect to
how promptly they should be with respect to usesds and the main domain constraints (e.g.,
service costs, providers’ availability). Here wensigler this dimension instead of the related
Currency because we use percentages instead ofitberals as in the case of Currency.
Percentages indicate how much an indicator deviabves the ideal standard; in doing so, they
result in quality measures that can be easily coaetpaith each other and make related metrics
of different DQ dimensions homogeneous throughbetrtext phases of the methodology. The
metric of Normalized currency is defined as:

OptimalCurency _ OptimalCurency
ActualCurrency AggRS) + (DeliveryTmgRS) - InputTimgRYS))

Actual currency is measured as the sum of how atd dre when received from a data provider
(Age), plus a second term that measures how loteyltave been in the organization before its
actual use (DeliveryTime - InputTime) [5]. In oypdication domain, we assume that i) Age >
0 (e.g., addresses cannot be updated instantagdnyudhta providers when they change in real
life), and ii) OptimalCurrency = Age (since themerio way an organization could have data
more up-to-date than its providers).

(4) Cur(R9 =
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In our case study, the Age of the WPD is measuyedobsidering the difference between the
updating date of the data streams coming from the providers (PVD1 and PVD2) and the
InputTime when such data are received by the mgrgiegram. The DeliveryTime is when the
merging data are updated on the WPD. In regardth®ACS, the Age is the difference between
the time in which the MD agents compile their spisrgeets and the time in which the account
manager receives them. The Delivery Time is whespheadsheets are merged creating the ACS.
Finally, the Age of the CDB is the Currency meadudte the ACS, the Input Time is when the AD
employees parse the ACS and the Delivery Timeeés Wiey feeds the CDB.

In order to evaluate the DQ dimensions at the le¥&lEs, it is necessary to define an algebra
to compose DQ dimensions values. In our approaehcamsider the following aspects that are
relevant for the DQ compositiorelevanceandscopeof each RS. The relevance expresses the
importance and usefulness of a single RS. The aak® values rel(RS) can be evaluated by
means of domain experts panels , or else by camsidehe number of critical business
processes that use the RS. In our study, we foocubkesecond approach that is characterized
by the metric (5) where P(RS,i) is a boolean fuorcivhich returns 1 if the i-th process uses the
RS, 0 otherwise and |proc| represents the totabauof processes of the organization.

[prog n
P(RSJ) rel(RS) >dq(RS)
(5) rel(R§="—~——— (6) dg(CE) , = =—
| proc| rel(RS)

i=1

Such values are considered as weights of a weigatitdmetic mean of the DQ values
measured over different RSs. Now, we are able fioeléhe dq value for a single CE according
to relevance by means of the composing functionwfegre dq(R$ is the value of the DQ
dimension (Accuracy or Normalized currency) meagtioe each RS.

The scope values scp are calculated by Formulawfigre the numerator is the number of
instances of the RS n and the denominator is th&beu of instances of the union set between
the RSs. The scp expresses the extent an RS dbwetstal number of the instances (either
tuples, elements or objects according to the tyata) represented in all the RSs associated to
the same CE.

n

IRS| ~ ScH{RS)>do(RS)

(7) scARY = ———— (8) da(CE) o, ==—
| LRSI scRS)
i=1

The scp values are considered as weights of a vegigirithmetic mean of the DQ values
measured over different RSs. Now, we are able fineléhe dq value for a single CE according
to scope by means of the composing function (8)alli, we are able to define the general DQ
value associated to the single CE representedeirativve mentioned RSs, by means of the
following composing function:

(9) dq(CE) - dq(CE)reI ;dq(CE)scp

In the Ristobill case study, let us consider tH¥dng data: (i) the 100 instances of the ACS are
a subset of the 300 instances contained in the WIPDAccuracy scores an 80% for the ACS and
a 70% for the WPD; (iii) relevance values are 0@ the ACS and 0,9 for the WPD. At the
beginning we apply the formula (6) to calculate b value of the CE on the basis of the
relevance values and we obtain 0,75 (i.e., 75%)wv,Nwee apply the formula (8) considering that
the instances of the union set are 300 becaus&@® is a subset of the WPD. We obtain 0,73
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(i.e., 73%) as the DQ value of the CE. Finally, lgpmy formula (9), we obtain 74% as final
Accuracy value of the CE.

6. THE HDQM AT A GLANCE

HDQM aims to provide indications on the optimal Di@provement program that an

organization should undertake with respect to kgufiar needs and constraints. HDQM
consists of three main phases and each of theonipased of a number of steps. In particular,
the main phases are:

1. State reconstruction, which aims to reconstructhairelevant knowledge regarding the
organizational units, processes, resources andeptm entities involved in the
organization.

2. Assessment, which aims to obtain a quantitativdueti@n of data quality problems.
DQ dimensions are measured in order to assesathentlevel of data quality and to
set the new DQ targets that must be reached aernbleof the DQ improvement
program.

3. Improvement, where apt improvement activities @&lected by evaluating their effects
in terms of DQ dimensions/cost ratio.

Requirements on organization, Processes, data sources, etc.

y

| State reconstruction |

| | |
RSs, Organizational units, DQ problems, dimensions Integrated CE schema +
Processes, CEs and their and related RSs/CEs RS schemas + mappings
relationships

| Assessment |
I I I
Relevance of RSs Scope of RSs DQ dimensions and values

l ! !

| Selection of the optimal improvement process |

Best DQ improvement process
Figure 3: A schema of the phases, inputs and catdfuiDQM

The three phases of the methodology and their sngitl outputs are shown in Figure 3. Figure
3 represents the deployment of the HDQM in a stliegh and sequential fashion and does not
depict possible feedback for the sake of simplicioreover, Figure 3 highlights the
modularity of the methodology, a characteristicttinsakes it capable of being adapted
depending on either the application domain or therall knowledge that is actually available
from a specific organization. For instance, theeStaconstruction phase can be simplified in all
those cases when either knowledge on the stattesofirces and data quality values is already
available or when undergoing a comprehensive reéamisn of this knowledge would be too
expensive. Likewise, the Assessment phase candpeatliin terms of dimensions and metrics
in those contexts where more domain-specific qualitmensions and activities must be
considered, e.g., in the geographical domain wlserpatial Accuracy dimension could be
considered. In the next sections, we describe faildeach phase of the HDQM and exemplify
its application to the case study outlined in Sec8.

70



International Journal of Database Management Sys{ddDMS ), Vol.3, No.1, February 2011
7.STATE RECONSTRUCTION

State reconstruction is a complex phase that has described to great extent in [9] and [11].
In this paper suffices to say that it encompasgaglaninary task of problem identification and
three tasks of reconstruction regarding a) ReSauibjeConceptual Entities and c) Processes.
The problem identification task aims to identifgtmost relevant data quality problems as they
are perceived by all the actors involved in theitess processes. This means to focus on the
most important data only, the so called master [Pithand on those data that are involved in
some organizational shortcoming. The subjectivecqqion given by internal and external
actors is quantified by means of focused interviang survey questionnaires.

In the case study, the results of the intervievghlight the following data quality problems: (i)
The information about the customers is not freqyempdated. A frequent and significant case
reported in the interview sessions with the MD agemgards the fact that a restaurant had
moved before the phone contact and thereforesaltintifying data became wrong. This problem
is related to the Normalized currency dimensiond @1associated to the CustomerCE; (ii) The
information about customers exhibits several mes$akFor instance, a restaurant has two
addresses, while different customers are associatigll the same restaurant. This problem is
related to the Accuracy dimension, and it is assed to the CustomerCE.

Once the RSs involved in data quality problems Haeen identified, it is possible to model the
CEs represented in each RS and their relationghifgsms of a conceptual schema. To perform
this task, two activities are needed: reverse ewmging and schema integration. Reverse
engineering has the goal of translating the interai part of each RS into the corresponding
conceptual schema. We apply reverse engineerifgnitpees according to the specific type of
data of the RS at hand. In literature, severalrtiegles to extract a conceptual schema from a
relational database [36] and from XML documentdarms [25] are described. In regard to
unstructured data, the extraction of a concepttedi®a is a complex task. To perform this task
we apply the same two tasks of object identificatamd classification that we presented in
Section 5 by considering the referred CE with respe the associated domain. Then, we add
the task of CE-CE relationship extraction, whichmgito determine the relationships between
the extracted CEs. For instance, the Customer GEahelationship, named “has”, with the
Business info CE. The mapping between each RS l@dcdorresponding CE schema S is
denoted as mapping(RS,S).

By applying the reverse engineering activity to ttese study we detected three schemas,
specific for each RS, that then we had to mergéhén schema integration activity. In this
activity, CE schemas of the selected RSs are ag@lyar conflict resolution, e.g., for the
resolution of synonymies, homonymies and type déctsfl Several integration methodologies
are available to this aim, see [31] for a comprshensurvey and discussion. We call the
schema obtained in this step integrated schema.eBoh RS we have to produce the
mapping(RS,S), where S is a sub-schema of theraitsyschema. The knowledge on the RSs
extends the typical approach defined in data iategn and encompasses: 1) the set of RSs,
each with its relevant DQ dimensions; 2) the irdégpl schema, with relevant DQ dimensions
for each CE; 3) the mapping (RS,S) for each RSs Mriowledge will be used in the
Assessment and Improvement phases to allow fomesesurement of the DQ dimensions and
the selection of the best improvement process.

The result of the schema integration activity ia tase study is shown in Figure 4, where
schemas associated to RSs are highlighted.
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[ *
|

Figure 4: The Integrated schema of the case study

8.ASSESSMENT

The Assessment phase is made up of two stepsietminces ranking, and the data quality
measurement.

8.1 Resources Ranking

This step aims to measure the effective relevamcesignificance of the RSs that have been
identified during the problem identification stetarting from the integrated schema, the
relevance weights are measured to (i) obtain aiggeadication of which RSs and related DQ
dimensions should be addressed in the Improventedep (i) facilitate the evaluation of the
risk/feasibility of DQ improvement programs; (i@pply the composing functions as will be
shown in the next section. To perform the firskiaglevance weights are compared with a
relevance threshold in order to identify a rankifidRSs. The relevance threshold is qualitative
and can be defined in a number of ways: in moshefcases, analysts would fix it on the basis
of their personal experience or by relying on thggestions given by business experts and key
users of the organization. If these indicationsravein agreement, a more structured method
can be employed, like the Delphi method, in ordetté¢crease the range of answers and have the
panel of experts converge towards a reliable vafudireshold for the setting at hand [3]. The
RS ranking is used to select which RSs should Ecobf the improvement program.

In the case study, a relevance weight is measureddch considered RS obtaining the
following values: 0,9 WPD, 0,8 ACS and 0,6 CDB. Takevance values are then
compared with the reference threshold. For instamssuming the threshold is equal to
0,5, the performed analysis confirms the relevasicthe WPD in the organization and
the necessity to apply an improvement program .o8iiitce values for the other RSs are
close to the WPD's value, we keep consideringhallRSs in the next steps.

8.2 Data Quality Measurement

This step aims to obtain a quantitative evaluatibthe quality issues identified in the problem
identification step. For this, it is necessary &best the relevant DQ dimensions and related
metrics. Then, metrics are applied to the RSs dwigde a quantitative evaluation of the quality
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problems. In what follows, we describe how the Dighehsions and their metrics defined in
Section 5 are applied to the case study.

The integrated schema specifies that the CustomasCéssociated with all the critical RSs,
namely WPD, ACS and CDB. Considering the Normaligedency dimension, we have to
measure this DQ dimension for each RS and compesehtained values to define the dimension
for the Customer CE. To perform this activity, vpplg metric (4) shown in Section 5. The Actual
currency values calculated on the basis of the agerdescribed in Section 5 are shown in Figure
5.A. In regard to the maximum acceptable delaysthadard to which to tend posed at Ristobill is
one day delay, i.e., the updating should be peréatthe very same day that data are modified by
any provider. Then, we can calculate the Normalizedrency value for the CustomerCE,
applying the composing function (9) to the thres RSolved. This approach is repeated for the
Accuracy dimension by applying the referred mesiown in Section 5. At the end of the
measurement process, we may fill the matrix showkigure 5.B and then easily identify to which
RSs poor quality is more attributable.

ReSource/ (A)| White-page | Agent-customer | Corporate
Dimension Directory | Spreadsheet Data Base
Actual Currency 13 days delay 6 days delay 15 days delay
Optimal Currency 1 day 1 day 1 day
ReSource/ White-page | Agent-customer | Corporate
Dimension directory | Spreadsheet Data Base
Accuracy 70% 80% 85%
Normalized Currency 7% 16% 6%
C(:mcep'!'ual Entity/ Customer
Dimension
Composed Accuracy 77%
Composed Normalized 9%
Currency

Figure 5: A) Currency values used to calculateNbemalized Currency values; B) DQ values
measured on RSs and composed for the CE

9.IMPROVEMENT

The Improvement phase encompasses three stefie {Q requirement definition, (ii) the DQ
improvement activity selection, and (iii) the chmiand evaluation of the optimal improvement
process.

9.1 Data Quality Requirement Definition

This step aims to set the target quality valuebegaeached through the improvement process.
This activity is based on the present quality valdgi j, that are associated with the i-th CE or
RS and the j-th quality dimension. Data qualityg&ds are defined by performing a process-
oriented analysis [9], as summarized in what foow

The process-oriented analysis is based on thennafioon collected in the State reconstruction
phase, regarding the involved CEs, RSs, processgsnizational units and their mutual
interrelations. In order to define feasible targatlity values, we use the formula (10) that
holds for a specific CE assuming the linearity bé tcorrelation between process quality
(performance) and data quality. In (10) gjthe current value of process quality for preces
and dgq is the current level of the composed data quéditthe y-th CE. Then, we can state that
the target quality of CE, dg* is obtained by calesing the wished performance of the
considered process, pq, as in (11).

PG
dqg

(11)dq, = qu

(10)a,, =
y Xy
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For instance, let us consider a process whose rpeface indicator is the amount of interest
accrual derived from sale receipts. The longer dietay by which invoices are sent to
customers, the lower the yearly interest, and heheeperformance of the process. Once the
overall DQ (target) value has been fixed at CEllewgprovement techniques can be applied to
the single RSs representing it. To this aim, thigetvalue at CE level is propagated at the RS
level in order to define the target values for eaomponent RS. The propagating operation
takes the relevance and scope weights into accaith were defined in formula 5 and 7.

Conceptual Entity (CE) Level

3) CE Norm. STEP 2: Customer

2) CE Norm. currency: 9%

currency - Target
target: 50% Definition / T \
STEP 1: BQ

STEP 3: Composition
,,,,, Target P | e N
Propagation
(relevance and scope) 1) RSs Ngg:ZIa(;L\I/gilne?Sy ‘ 7% 7 16% N\ 6% ‘
WPD ACS CDB
4) RSs Norm. currency 50% 55% 42%

target values:

ReSource (RS) Level

Figure 6: Definition of target values for the Nolimed currency dimension

In regard to the normalized Currency and Accuraapehsions, the obtained target values refer
to the Customer CE only. As regards Normalizedenoy, a feasible delay is considered two days
from data provision (i.e., 50% of Normalized cumrgnh As regards Accuracy, a feasible level is
90%. At this stage, we choose to select a diffelerel of abstraction and define a particular
target value for each component RS. The defintifotarget values is influenced by the relevance
and scope weights assigned in the Assessment phiggee 6 illustrates this approach with
respect to the Normalized currency dimension. &p sit, we get the current value of Normalized
currency at customer (CE) level by applying therfola (9); in this case, 9%. In step 2, we obtain
the target values for Normalized currency at thest8merCE level by applying the formula (11) to
the current Normalized currency value; in this caseobtain the correlated process performance,
a huge improvement is needed, and the new Currainggt is set to 50%. In step 3, we propagate
the customer-related (CE level) value to the lesfekingle RS taking the relevance and scope
weights into account. In doing so, we obtain theyea value for Normalized currency for each
component RS. This problem has several integertisok) but heuristics based on costs and
pertinent values usually suffice to delimit theim&bn of the resource-related values (in this €as
the three RSs need an DQ improvement up to a Ceyreh 50%, 55% and 42%). A possible
solution is shown in Figure 6. Using the same apploto define the target value of the Accuracy
dimension, we fill the matrix shown in Figure 7.

Conceptual Entity/

Compopsed Tqr'gg dimension Customer

Composed Accuracy 90%

Composed Currentness 50%

ReSource/ White-page | Agent-customer | Corporate
Target Dimension directory Spreadsheet Data Base
Accuracy 88% 92% 90%
Currentness 50% 55% 42%

Figure 7: New Conceptual Entities and Target quatitiues matrix

9.2 Selection of the Data Quality Improvement Actiity

This step selects the data-driven and processrddusvities that are candidate to be chosen for
optimal improvement process. Although in the prasistep we discussed a process-driven
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approach, in what follows we consider both proaes$-data-driven techniques, since they are
optimal in different contexts and hence complemgntdhe selection of these activities
depends not only on the target set of quality &lgren in the previous step, but it also
considers the different types of RSs that weretified in the State reconstruction phase. Thus,
a specialization of the data-driven and procesgdriechniques defined in the literature (see
[27] for a survey) is required. In what follows well employ Source improvement (i.e., an
existing data source is improved in order to afleprove the quality of its data provision [4]),
Record linkage (i.e., it allows for the identifizat of the same object in different data sources),
Process control (i.e., existing processes are neold#fo that critical points are either controlled,
verified or audited more effectively) and Processlesign (i.e., processes are redesigned from
scratch in order to avoid the intrinsic causesanf Quality and introduce new sub-processes that
produce data of better quality [32]) activities. e end of this step, HDQM produces a
ReSource / Improvement-Activity matrix, where assds marked for all relevant RSs for
which the improvement activity is scheduled.

Applying the activities presented above to the caisdy, we obtain:

- In regards to source improvement activities, thare two cases. In order to improve the
Accuracy of the ACS, it is possible to leveragetlmn fact that TD employees have to
accomplish on-site installation and maintenancesiméntions for each acquired customer.
To do so they must have obtained the correct phmmeber to contact storekeepers and
schedule these interventions. Moreover, they caifyvdirectly at the location the right
address of the customer and get other accuraternmdtion by contacting customers
personally. A first source improvement activity tenegards the establishment of an official
channel within Ristobill. Through this channel, thB manager sends to the MD manager
and to the AD employees an amended version of @®% Ahis is performed once a month,
after that the TD manager has collected the erreparts from her service engineers.
Another source improvement activity can be perfarrifea similar channel is established
between Ristobill and at least one of the two mlerds. Thus, amended data are
communicated to the original source of customeagdsat that the Accuracy of the WPD can
also be improved. Moreover, the risk of overwritcayrect values into the spreadsheet with
inaccurate and out-of-dated data from the WPD soadignificantly reduced when providers
feed Ristobill with new data.

- Record linkage can be applied to improve the Accyiiaf the ACS. In particular, we can use
the CDB to replace the data referred to the samst@unerCE represented in the ACS. For
instance, a tuple that in the CDB represents thstamer “John Smith” can be used to
amend the same data represented in the ACS.

- In order to produce more reliable ACSs, a procemsstol activity can be accomplished on
the processes that compile and update the ACS.Mienanager could enforce a policy
within his department by which agents have to dilyit sign their own copy of the
spreadsheet before submitting it for the mergirtg the corporate one. In so doing, single
agents are motivated to double-check the Accurfdgaia they are responsible for.

- Process re-design can be performed to improve tbemidlized currency on the WPD. In
particular, it is necessary to focus on the feedangcess by which the RS is made up-to-
dated. This process is independent of the timehichwthe two providers, PVD1 and PVD2,
perform the updating of the customer-related ddtiasis implies delays in the data arriving
from the two providers to Ristobill. A possiblewgin is the retrieval and publication of new
data on the WPD at the time when the two providdrange their data. This solution is
applied by invoking the merging and updating precegery time that the retrieving process
is performed

9.3 Selection and Evaluation of Improvement Process

In this step, crossings in the ReSource/Activitytnimaare linked with each other by identifying
candidate improvement processes. A property thearalidate improvement process should
satisfy is Completeness, i.e. the inclusion ofRfis involved in the improvement program.
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Moreover, the candidate improvement process mgiide all activities needed to improve the
entire set of DQ dimensions measured in the Assasisphase.

4) Notification of

. correct data from @
Source improvement Risto bill and data
B correction

N 2b) Notification of 3) Notification of
Re_des'gn correct data from the | correct data from the
communication channel TD employees to TD employees to AD
within Risto bill agents of MD and data | employees and data

correction correction

5) Insertion of a

Re-design authoring digital signature on
each ACS

Figure 8: Two possible improvement processes (s@esfdenoted as A and B)

Two or three candidate improvement processes amallyssufficient to cover all relevant
choices.

In the case study, two improvement processes (Bsoeand B in Figure 8) are considered. The
numbers show the sequence of activity executiofdtr processes. The difference between the
two processes is represented by the selectioredfithrovement activity related to the ACS for the
Accuracy dimension. In process A, the record lirkagtivity is applied, while in process B, a re-
design process of accurate data notification islegupalternatively.

For each candidate improvement process an evatuafigosts and the achievement of target
DQ dimensions values must be performed. In regarcdtdsts, we may adopt one of the
quantitative approaches to cost/benefit evaluadestribed in the literature, such as [20]. These
approaches provide a classification of the diffetgpes of costs involved in the improvement
process. Such costs include, e.g., the costs sbpeel, the costs of equipment and the costs of
licensees of software tools. Here, we propose a&moalitative approach in which costs are
guantified in the categorical domain encompassiwgyy low, low, medium, high, very high”
according to the designer's experience.

In regards to DQ dimensions, the achievement @etavalues of dimensions for different
improvement processes has to be checked at tigis bjaa qualitative heuristic that associates a
quality improvement value in the categorical domaircompassing “below target, on target,
higher than target, much higher than target”. Tifferént candidate improvement processes are
then compared with each other on the basis of &lvs pf qualitative and cost-oriented values —
i.e., <effects on DQ dimensions, costs> pairs erier to select the best one with respect to the
best effects on DQ dimensions/cost trade-off. Rstance, a possible result of the evaluation
can lead to select a process that ranked ‘muctehitjan target’ for quality and ‘high’ for costs
while the cost is not compatible with the budgedikable for the organization. In this case, an
alternative solution could be to selecting anothrercess whose application allows for quality
values ‘much higher than target’ or ‘higher thargét’ with ‘low’ costs.
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In the case study, we have applied the evaluatpmiaach proposed above. The effects of the two
candidate processes on the selected quality dimmessind their costs are represented in Figure
9. The process A results in a lower improvememh@®fAccuracy dimension than process B, but it
allows the organization to curb spending by achigvithe target value for the considered
dimensions. We select process A as the best caadidprovement process.

Figure 9: A sample improvement process

10.CONCLUSION AND FUTURE WORK

This paper describes the Heterogeneous Data Qudditiodology for data quality assessment
and improvement. It provides database and infoonatystem practitioners with guidelines to
consider different types of data (structured, semnsured and unstructured) for the analysis of
the quality of the information managed in an orgation and the selection of effective
solutions for data quality improvement. Yet findiag adequate trade off between simplicity
and comprehensiveness is a difficult task thattbyretepends on the application domain and
single case at hand. HDQM is a high-level and gdrdwmain methodology that we propose
more as a frame according to which to articulaté apply known techniques and methods
rather than as a toolbox, i.e., a collection of glauterventions by which to either assess or
improve organizational data. Consequently, we a&ra@that implementing HDQM in complex
cases could be very challenging. The quantitatssessment metrics we discussed for the
operative application of HDQM can require a sigdfit effort, whereas they require a tuple-by-
tuple approach and do not leverage on a statigseahple-based) approach. On the other hand,
qualitative metrics rely on the availability andoab all, on the competency of domain experts.
They are called into question in order to eitheigiveéhe contribution of single resources to the
overall quality/performance of the information gystor to fix judicious thresholds in order to
rank processes accordingly and find criteria tadkegpriorities. Moreover, we are aware of the
fact that state reconstruction, as conceived witthenHDQM, is a time consuming and resource
demanding activity. This is true especially in tlask of extracting the schema of relevant
resources if they are not yet well known and doaust Yet, HDQM is highly modular in
considering single resources and can be effectiapiplied to portions of the whole set of
resources used in the organization, if a compréherrgproach were too costly with respect to
the available budget. Last, HDQM shares with othmationalizing approaches of the
organizational domain the main success factorshiege bottom-line business results: above
all, a great deal of motivation from all the keglstholders involved, the concrete sponsorship
of top management and the strong commitment ofrtidelle management [16].

In regards to the improvement phase, we are addgeastronger quantification of the methods
proposed for the cost evaluation. We also are densig inter-dependencies between DQ
dimensions in the calculation of target valuesdach data quality dimension. To this aim, we
will adopt and extend the formal and data-driveprapch we proposed in [6]. This analytical
framework provides the main models of dependenaies analytic formulas, based on the
entropy of Shannon, to measure the correlationsd®t dimensions. These correlations would
allow us in Formula 11 to consider dependenciesngntata quality dimensions besides their
independently judged values. Considering these ribgeeies would lead to several potential
advantages in the achievement of target valuesh@psing the most effective improvement
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activity on involved dimensions, (ii) unfolding mn@ssively the effects from independent to
dependent dimensions, and (iii) minimizing the ca$tthe improvement process, since
redundant and overlapping activities are avoidedthis way, for each DQ value, we can
achieve target quality values while saving resasiiogéhe improvement process.

Finally, in regards to the application of the metblogy, we will extend its deployment to
meaningful large scale domains, such as the palpiic the financial sector. To this aim, one
current direction of research regards the appticatif HDQM to the Basel Il norms concerning
measurement and mitigation of various types ofsriskfinancial and credit institutes. Among
them, the operational risk is strictly related tee tquality of information used in bank
transactions and bank loan authorizations. Moreoaetool that supports HDQM is under
construction; some of the functionalities of theltdor the state reconstruction phase and for
the data quality measurement of the Accuracy dimensre currently operational [21].
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