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ABSTRACT

Any geographic location undergoes changes over rogeof time. These changes can be observed by
naked eye, only if they are huge in number spread a small area. However, when the changes ardl sma
and spread over a large area, it is very difficidtobserve or extract the changes. Presently, thesefew
methods available for tackling these types of poid, such as GRID, DBSCAN etc. However, these
existing mechanisms are not adequate for findingaeturate changes or observation which is essential
with respect to most important geometrical changigsh as deforestations and land grabbing etc.,s Thi
paper proposes new mechanism to solve the abouaepno In this proposed method, spatial image
changes are compared over a period of time takethbysatellite. Partitioning the satellite image tm
grids, employed in the proposed hybrid method, ides/finer details of the image which are respalesib
for improving the precision of clustering compatedwhole image manipulation, used in DBSCAN, at a
time .The simplicity of DBSCAN explored while pssireg portioned grid portion.
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1. INTRODUCTION

Detection of geometrical changes in the satelitegery is a challenging issue as it is natural
phenomenon connected to naturally occurring dismstethe environment. The geographically
located objects are represented by spatial datahwiéeds to be monitored for the analysis,
classification and study of various features oftigbabjects. Spatial data mining is an intellettua
study of analyzing the different kinds of relatibis such as topological information, spatial
indexing and distances etc..The data of collectgdcts are processed and there by information
of features that are distinct will be the outcorhspmatial data mining.

An intensive study has been conducted on datangiisuch as those are reported in [1,2,3,4]
the spatial data has been analyzed using clustefgayithms [5,6] with the main objective of
structuring data while considering similar featuaesd attributes among the data objects.
Previous work in spatial data mining establisheshyralgorithms such as DBSCAN, GRID etc.,
DBSCAN cannot cluster data sets well with largdedénces in densities since the Min Bts-
combination cannot then be chosen appropriatehaffarlusters. Similarly, the GRID clustering
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depends on the granularity of lowest level of gtidicture. If the granularity is very fine, the tos
of processing will increase substantially. Howevethe bottom level of grid structure is too
coarse, it may reduce the quality of cluster anslydence, a new clustering method is proposed
,which associate with the features of GRID and DBNGt the same time their limitations have
been taken care.

The performance of proposed technique has been arechpwith existing methods using the
same data set. The innovative finding during ingesion is observed as the kappa coefficient is
extremely high of our proposed hybrid algorithm 485when compared to the best GRID
approach [81%]. The ability of the clustering penfance is carefully analyzed in both accuracy
and processing time. The innovative finding achiewe the proposed investigation is that
detection mechanism of geometrical changes inlgatehage has been established with high
degree of accuracy in terms two parameters i) timber of clusters generated and ii) deviation
of spectral distribution of colors

Paper organizationSection 2 concerns with literature survey asgediavith spatial data
analysis. The proposed method explained in detagdction 3..Implementation. Results and
discussions are made in section 4 and 5. Sectitmald with conclusion and scope of the work.

2. LITERATURE SURVEY

Spatial data analysis is the process by which rata denerates useful information. In simple
words spatial analysis includes the formal methat&h, study entities or objects using their
topological and geographic propertid@pology deals with the most basic properties @fcep
such as connectedness, geometric features, refaisrgon of figures etc. Geographic details that
delivers in the study of science comprising ofdenfeatures, inhabitants etc. Spatial analgsis i
a set of methods whose results change when thetsdmration which is being analyzed, is
changed. Its results also change when the frane tosanalyze them, changes. The most basic
methodology of approach in spatial data processemadeling the spatial location of the
attributes and objects that are to be analyzed.

2.1 Significance of Spatial Data Analysis

In modern technological and scientific society #patio-temporal data analysis and spatial data
mining became an essential research area in salwentand cover mapping problems for urban
planning and land —usage [7] for a continuous gssimg and analysis of repositories of remote
sensing images to generate thematic usage of laaps rand land usage [8,9] virtual globes.
Applications of the data mining covers the studyarfious fields such as Environment, Climate,
and Mobile-commerce etc.

Traditional technigues in data mining often exhibitor performance when spatial and spatio-
temporal data sets are applied due to the vareasons [10,11]. First, these spatial datasets are
continuous and other kind of information is in dete database. Second, patterns are confined to
local patterns but global patterns are most empbldsin traditional data mining techniques. A
general observed factor found in statistical tremtiof analysis in the field of classical dataiset
generation of data samples in an independent wag.cbncept of independency is the required
approach in analysis of spatial and spatio-tempiaitd as these data points are at high degree of
correlation [12,13]. In spatial statistical anasysnechanism of gathering the data of same
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features or characteristics is called autocori@tatAutocorrelation in analysis of data of spatial
and spatio-temporal characteristics may lead tootigtical models that may not be at high
degree of accuracy or consistency with the coltedaga set.

Thus, there seems to be a need of introducing neavative methods to attempt the analysis of
spatial and spatio-temporal data treated and mddele useful and non-trivial patterns. The
review of earlier attempts in [14,15,16] data @sging suggests some of the new methods which
include the facilitation of interactions such asl@cations, co-occurrences, and tele-connections
in the process of detecting spatial outliers aradligtion of locations in spite of innovative ideas
that emerges in the mining of spatio-temporal patte

2.2Role of Clustering

Clustering is an important task in data mining ltesster data into significant sub groups to obtain
useful information. Clustering spatial data is #alisignificant issue in detecting the hidden
patterns involved in useful sub groups. It has s#va@pplications like medical image analysis,
satellite data analysis, GIS issues etc. Clugierdan be treated as data segmentation as large
data sets are made into groups in accordance imiitasty in the features and characteristics.

Clustering can also be implemented for analysighef outliers. Entities and attributes with
similar characteristics are assigned in one cluSletlier detection with the help of existence of
dissimilarities in the clusters is the most comrmapplication in data mining process.

3. PROPOSED METHODOLOGY AND APPROACH

In this section we present our selection of teaégand analyze them according to the proposed
criteria.

3.1Rational behind the selection of Clustering techniges:

We carefully selected clustering techniques aftangy through evaluation and non evaluations
data needs. The rational behind these categoriéisatsthe algorithms have to share several
properties such as spatial ,temporal and fuzzy doaseimprove the performance of the
techniques. The spatial evaluation concerns abaliilen/ immobile ,point ,line and region
features. Majority of clustering features makes oiéhese features. The , interval behavior of
temporal data can also guide efficient clusteriByg.conceding all these needs we have selected
GRID based approach to address spatial needs asCBB to deal with localized temporal
features. The fusion of these techniques has bedwndy while arriving our new approach
“GRID-DBSCAN". The number of clusters put the caasits on computational requirements
and accuracy of the approach. More clusters protfde finer details but require more
computational power. Less clusters limit the accyraf approach. In our hybrid approach the
number of clusters are increase without effectioggutational needs the scalability of the
approach i.e segmented images processing confinedodal region there by reducing
computational needs. The approach is suitable frgrarallel computing environment.

3.2Proposed Approach

Our new Algorithm is aimed to improve the accura€yhe clustering technique . In this method
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the hybrid approach is used to combine the DBSCAMN @RID clustering algorithm to create a
new clustering algorithm GRID-DBSCAN. The cell erhical structure is formed by
rectangular cells, representing different resohgjavhich are obtained by partitioning the spatial
image. These higher level rectangular cells ararsaeely partitioned to the corresponding lower
levels.

After construction of the GRID structure clustgrion the GRID is done in the following way:
Top-down grid based method is used to perform etugy on earlier described data structure
with the help of density parameter supplied byuber. Detailed procedure is described below:

First a layer within the hierarchical structureletermined; in this work the root layer is seldcte
For each cell in the current layer, compute thdfidence interval that the cell which is relevant
to the clustering. Cells which do not meet the it level are deemed as irrelevant. After
finishing the examination of the current layer, tiext lower levels of the cells are examined. The
same process are repeated for the other levedsdiffierence is that instead of going through all
cells, only those cells that are children of thievant cells of the previous layer are processed.
This procedure continues until it reaches the loviegel layer (bottom layer). At this time,
regions of relevant cells are processed. In GRICBBBN algorithm the DBSCAN algorithm is
used for processing of the relevant bottom cefisthis process all the 6 regions (Agriculture,
water, greenery, urban, sea and other) are digblayehe clustering output. So the user need not
give any input parameter. The thresholds are catiedifrom the pixel information.

3.3.Image Histogram

An image histogram is a graphical representatiotiheftonal distribution in an image. An image
histogram plots each tonal value in terms of tlspeetive pixels. On the visual base distribution
of colors for a specific image can be understoodlatce in spectral plotting of color values.
The horizontal axis or the x-axis of the graph espnts the tonal distribution and the vertical axis
or the y-axis represents the number of pixels &t garticular tone. The black and dark areas are
indicated by left side of the horizontal axis. Madi grey is indicated by the middle of the
horizontal axis and light and pure white areas sirewn by right side. The size of the areas
captured in the zones is shown by the vertical. &tiem histogram of every dark image, it is
found that majority of data points exist in leftlsiand center of the represented graph. In the
opposite way, bright image is found with majorifydata points in the dark locations at the center
and right of the graph.

The distributions of colors are represented witlcodor histogram for an image. For digital
images, it represents the number of pixels thaetwlors in each of a fixed list of color range,
that span an image's color space.

A color histogram is plotted for any kind of colspace, although it is in general used for 3-
dimensional spaces like HSV or RGB. For imagese lithe monochromatic images, the
term intensity histogram is generally used. Forgasawhere each pixel is denoted by an arbitrary
number of numerical estimations, i.e., the muleepal images, the color histogramnis
dimensional, where n is the number of estimatiarsi@d out. Every specified pixel has identity
of certain spectrum range and limitation of wavgthnsome of the pixels in the image can also
exist out of the limitations of the visible spectru
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For a small set of possible values assigned taoles, a range as shown in figure 1. has to be
defined to establish a histogram for counting thiercvalues. A space is automatically set to one
of the ranges defined in the histogram and theeetan be treated as a regular grid of similar
colors.

107 matars il 10 10 itr !
1 nanomeler 1000 ngnomatee 1 milimater 1 mater 1 himater

I O o

Cosmic X-rays Microwaves Radlo Broadcast
rays hand
Gamma Ultraviolet | Infrared Radar

Tays
’WJ k! WL e

Short Wavelenghts Long Wavelengths

Visible Light

Ultraviolet Infrared

(UY) (IR}

|
.

400 nanometers 500 nanometers 600 nanometars 700 nanometers

Fig.1. Color range

Thus the color histogram may be represented asplagied as a function defined over the color
space that can be used to approximate the pixeltgoBurther it is a static, like other spectral
representations can be an approximation of digtdbwf color’s values in continuous manner. In
our approach 6-8 colors are used while representsual clusters.

4. IMPLEMENTATION OF THE PROPOSED WORK

An image is taken as input and converted into pixé€hen these pixel values can be used to
cluster the image. The principle used is, the gikaving similar values should be grouped into a
cluster. Thus, clusters can be formed for a giveage. Similarly the clusters can be formed for
the second image. If the number of clusters fohlbe images is same, then the images are
similar. But, if the images have different numbéclosters, then the second image represents the
first image with changes. The algorithm proposedties task is:

Algorithm for GRID-DBSCAN
GRID-DBSCAN(Image :img)
begin
img=0
While (img<2)
for each i in width
for each j in height
pixel=image.getRGB(i, j);
pixelArray[i][j]=pixel;
endfor
endfor
new_val=PixelArray[0][0];
new_v=PllArray[0][0];
for each y in width
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for each x within width
if(Math.abs(PixelArray[x][y]-new)»500)then
cluster[img]++;

endif
endfor
end for
img++
endwhile
if(cluster[0]==cluster[1]) then //two imageseasame
else /I two images are different.
endif
end.
METHOD
1: Start
2: Input the first image.
3: Convert the images into pixels.
Store the pixel values as an array of pixels.
4: Determine the clusters, by placing the pixel
positions with similar pixel values into a cluster.
5: Store the total numbers of clusters in a vagiabl
6: Input the second image.
7: Steps 3 to 5 are made to be repeated
8: If the number of clusters for both the images
are equal then // The two images are equal
else /Il the two images are différen
9: End if.
10: Stop.

Flow chart for the proposed algorithm is shown telo
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Fig.2: Flow chart of proposed data mining algorithm

5. RESULTS AND ANALYSIS

Proposed technique is implemented on two pairshef geometrical images before and after
natural disturbances. World Trade Center (WTC) tewefore and after the 09/11 attacks and
geometrical location of a forest before and afier fire are considered. The changes in satellite
images collected after occurrence of natural tragesth be depicted in terms of the number of
clusters generated. The number of clusters aresependent. In the first pair of satellite image
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of WTC towers, the number of generated clusterousid to be 3135 and 2717 respectively

before and after the natural disturbance. In tloerse pair of images with forest, the numbers of
clusters generated by the proposed algorithm al khd 1849 before and after the fire

respectively. The observation shows that grid grsntation of the image fluctuates due to the
natural tragedy and it seems to be automatic akgrirof the ranges of the colors as directed by
the proposed technique. And therefore correspondimnges in the number of clusters are
clearly displayed in the screen shots of the sitrarieof proposed algorithm in fig.(4,7).

A considerable statistical deviation of the digitibn of colors that has been found in both the
pair of collected satellite images, as shown inSighe spatial data gained attention from the
researchers after observing these deviations duhegnatural calamities and disasters. We
considered two spatial images i.e figures 3 aneé@easent the images before and after 09/11
attack on World Trade Center.

A statistical evaluation of the algorithms (GRIDBSCAN) in clustering task is also carried
out. The study shows that GRID-DBSCAN is found &apotential method for clustering task
as its performance of accuracy is maximal.

Fig 3.Satellite Imagel.(WTC towers Before Septenitier2001)

The spatial data in figure 3 is processed withgieposed method and spectral information and
number of clusters is estimated in the presentsiiyation.

-
Bl C:\Windows\system32\cmd exe

ft Windows [Uersion 6.1.76881
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cd cz/

nstructInmage. java

Fig .4 Screen shot showing the generated clufiesatellite image 1
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Figure.4 reveals the details of clusters produndtie data mining process and it is given in the
figure that theaumber of clusters is equal to 3135.

Fig.5 Spectral representation of colors in sdéeithagel.

The figure 5 shows the distribution of colors i ttlusters of satellite data. The point noted in
the figure is that spread of colors is found testaistical uniform in the clusters.

Fig.6 Satellite Image2 (After September 11)

The figure 6 is a collected satellite mage of Wb@ers after 09/11 attacks. The image is taken
as input data in the process of mining with propaggorithm in the present work.

1.76001
GCorporation. All rights reserw

Fig.7 Screen shot showing the generated clustersatellite image 3.

The figure 7 gives the details of the number ofegated clusters in the simulation of proposed
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technique. The total number of clusters in thellg&telata is 2717. It is noted that this number is
less than that in the spatial data of figure 4.

Fig .8 Spectral representation of colors in $isdémage 3.

The figure 8 shows the pattern of spectral distiiou of the colors given by the proposed
method. The pattern is found to be a slight disperg distribution when compared with the

satellite imagel on the visual basis.

%o : kﬁ .“m

Fig. 9 Satellite image 3 of a Forest before the fir

The figure 9 is a satellite image 3 of a foresbbethe fire and is considered for the analysi$ wit
proposed system. The analysis is aimed at findirggeometrical features after the forest is
influenced by the fire effect. The number of clust®rmed is: 1301.

t Windows [ on 6.1.76001
ht <c> 2889 soft Corporation. A1l rights reserved.

e
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o= >cd work
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Fig .10: Screen shot showing the generated clukiesatellite image of fig.9.
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The generated number of clusters produced in tmeposed technique is found to 1301 as
depicted by the figure 10. This classification rigpbrtant in the analysis of geometrical forest
location features.

Fig.11: Spectral representation of colors in $isg@mage of fig .9.

The figure 10 depicts that the high degree of ¢atimn in the distribution of colors on the visual
basis is found in the satellite image of foresbbeit undergoes the fire effect.

Fig .12: Forest after the fire (Satellite image 4)

The satellite image given in the above figure shtwesfire affected forest area considered in the
analysis of proposed mining technique. The numbetusters formed is: 1849 ,the figure 12 is
the forest with fire and this image is considered déxecution of the proposed method in the

paper.

B C\Windows\system32\cmd.exe

1.76081
£t Corporation. A1l rights reserved.

s\work>javac ConstructInage.java

>java structImage
of clusters=-1849

Fig 13.Screen shot showing the generated clusters fdrig
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The figure is the screenshot generated with theulatmon of proposed algorithm. The
information displayed in screenshot belongs tddnest area after effect of the fire.

Fig 14. Spectral representation of colors for #igl

The figure 14 shows the variation of colors witle fhixel taken on the y-axis. This graph is for
the image of forest under fire influence, it givke distribution of colors.

Accuracy Comparison

DBSCAN GRID GRID-DBSCAN

Q SE &

" 00:08:52:6 00:08:05:6 00:07:53
0.6 57 0.7695 | 64 0.933 :33

> 00:09:36:7 00:08:34:0 00:07:53
0.58 32 0.8226 | 0 0.936 :36

3 00:07:21:4 00:06:33:6 00:05:31
0.524 | 58 0.7107 |1 0.983 :33

" 00:07:25:8 00:06:55:6 00:06:34
0.673 | 27 0.8123 | 4 0.963 190

5 00:08:71:8 00:08:50:0 00:07:34
0543 |7 0.722 0 0.966 77

6 00:08:90:8 00:07:95:6 00:07:34
0.598 | 7 0.844 6 0.987 190
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7 00:07:16:2 00:06:19:6 00:06:09
0.6 51 0.745 6 0..899 | :00

8 00:08:20:0 00:07:60:2 00:07:05
0.56 0 0.744 9 0.866 :20

o 00:07:33:0 00:06:91:2 00:05:10
0579 |0 0.899 2 0.976 :00

110 00:05:89:0 00:04:89:1 00:04:09
0.49 0 0.7112 |5 0.929 :20

Tablel.0: Statistical analysis of the clusteringgranance of algorithms

A statistical comparison has been made for theopmence analysis of algorithms as shown in
the tablel.0. It is found from the study that hidggree of accuracy is noted for the GRID-
DBSCAN in terms of Kappa Coefficient. Even thouglt@nsiderable computational time is
observed in the performance, the algorithm achieresiltimate objective of acquiring more
precision and accuracy in the task of clusterirgjgmenent for the satellite imagery.

Fig.15 Levels of accuracy of performance.

From the figure 15 it is revealed that among thakgerithms, GRID-DBSCAN has exhibited an
ultimate performance in terms of maximum statistézacuracy on comparison with the other two
earlier established techniques in clustering preces
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6. CONCLUSIONS & FUTURE WORK

In this paper, the proposed algorithm called GRIBSZAN is found to be a potential technique
in detecting the geometrical changes of the spdiah and having better performance. The
simulations are performed on dual core machine WHB graphic card using MatLab10.0 The

simulation of proposed algorithm indicates the igrshent of geometrical locations in terms of

the number of clusters. The proposed methodologythia present paper also reveals the
corresponding variation of color distribution inetlspectral figures. The performance of the
proposed GRID-DBSCAN technique is found to be maceurate than the already established
algorithms of DBSCAN and GRID. The spatial disturbes over a time and location can easily
be detected with two coined parameters the numbelusters and the variation distribution of

colors with and without the natural disturbanceg@ometrical locations. The research findings
achieved in the paper establish a powerful detg&ystem of dynamic changes in geometrical
locations in satellite imagery.

In future scope, this clustering technique can Xtereled to hexagonal grids, Circular grids
which may be suitable for the respective target @iomSome of the potential areas where our
work can be complementing the heuristic approacinesGIS, Spatial, Agriculture and climate

analysis.
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