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ABSTRACT

Relational databases are a technology used universally that enables storage, management and retrieval of varied data schemas. However, execution of requests can become a lengthy and inefficient process for some large databases. Moreover, storing large amounts of data requires servers with larger capacities and scalability capabilities. Relational databases have limitations to deal with scalability for large volumes of data. On the other hand, non-relational database technologies, also known as NoSQL, were developed to better meet the needs of key-value storage of large amounts of records. But there is a large amount of NoSQL candidates, and most have not been compared thoroughly yet. The purpose of this paper is to compare different NoSQL databases, to evaluate their performance according to the typical use for storing and retrieving data. We tested 10 NoSQL databases with Yahoo! Cloud Serving Benchmark using a mix of operations to better understand the capability of non-relational databases for handling different requests, and to understand how performance is affected by each database type and their internal mechanisms.
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1. INTRODUCTION

Relational databases were developed in 70’s as a technology to store structured data organized as tables and with its own query language model – the Structured Query Language (SQL) [1]. Soon enough, databases became a vital part of organizations and became used all over the globe. However, with the constant growth of stored and analysed data, relational databases exhibit a variety of limitations. Data querying loses efficiency due to the large volumes of data, as well as storage and management of larger databases becomes challenging. NoSQL databases were developed to provide a set of new data management features while overcoming some limitations of currently used relational databases [2, 3]. In comparison to relational databases, NoSQL databases are more flexible and horizontally scalable. One of the main advantages of non-relational databases is represented by the non-existence of a rigid data structure that, in relational databases, must be defined before data can be stored. Although it is not possible to query stored records using SQL, this approach allows easy storing and retrieving of data, regardless of structure and content. NoSQL enables easier application management and removes the necessity of application modification or database schema change. Besides, with the increase of data, NoSQL databases exhibit better and easier horizontal scalability [4]. Those databases are capable of taking advantage of new clusters and nodes transparently, without requiring database
 administrator management or manual distribution of information. Horizontal scalability allows hundreds of low-cost servers to satisfy requests, while company’s costs are reduced. It is more profitable to use such a distributed system instead of building mainframes with high-end capacities. In comparison to relational models, the cost per request or amount of stored data is reduced. Since database administration may be a difficult task with such amounts of data, NoSQL databases are projected to automatically manage and distribute data, recover from faults and repair the whole system automatically [5].

Therefore, non-relational databases emerged as disruptive technologies that can be used sole or as a complement to relational databases, increasing its performance while bringing different new characteristics and advantages. Currently, there are over 150 NoSQL databases with diverse features and optimizations [2]. With the increase of popularity of non-relational databases, some features and system characteristics started to evolve. When new database technologies started to emerge, NoSQL databases were known and characterized by lack of consistency of its data. For some type of companies and systems that could be a limitation, cases in which strong consistency was important and a necessary characteristic. However, today, there are different NoSQL databases that provide all new features and advantages while keeping data consistent or even eventually consistent, depending on the system needs. Also, in order to increase speed of requests, non-relational databases began to use volatile memory. Since I/O over hard disks is slower, mapping databases or just parts of those into volatile memory increases performance and reduces execution time for requests. Yet, although use of non-relational databases has increased over past years, their capabilities have not been disclosed. Since there are different types of NoSQL databases, in order to choose a database that would be more appropriate for a specific business, it is important to understand its main characteristics. Similarly to relational databases, each NoSQL database provides different mechanisms to store and retrieve data, which directly affects performance. Each non-relational database has different optimizations, resulting in different data loading time and execution times for reads or updates. Evaluation performed allows us to compare different types of NoSQL databases while performing read and update operations, based on their execution time. We tested 10 NoSQL databases: Cassandra, HBase, Oracle NoSQL, Redis, Scalaris, Tarantool, Voldemort, Elasticsearch, MongoDB and OrientDB, evaluating the data load times and execution speeds for different types of requests. For this purpose we used a benchmark with a typical range of workloads, Yahoo! Cloud Serving Benchmark [6], which simulates various uses of a database. Analysis and comparison of the results allowed us to verify how the different features and optimizations result in terms of assessment of the system and its main features.

This paper describes our evaluation of NoSQL databases while comparing their execution time for different operations. We compare execution time of diverse requests for three types of NoSQL databases: Document Store, Column Family and Key-value Store, in order to better understand how performance of a database is affected by its type. On the other hand, this study was performed in a non-distributed environment. It is important to notice that performance evaluation is important and necessary to better understand the differences between NoSQL databases types.

The remainder of this paper is organized as follows. The next section presents related work. Section 3 describes NoSQL databases. Section 4 presents the setup used for tests followed by the section 5 with the experimental evaluation. Lastly, in section 6 we present our conclusions and suggest future work.
2. RELATED WORK

The concept of NoSQL was first used in 1998 by Carlo Strozzi to refer to an open source database that does not use SQL interface [7]. Strozzi prefers to refer to NoSQL as "noseequel" or "Norel" (no relational) since it is the main difference between this technology and relational model. Its origin can also be related to the creation of Google’s BigTable model [8]. This database system, BigTable, is used for storage of projects developed by Google, for example, Google Earth. Amazon subsequently developed its own system, Dynamo [9]. These projects allowed taking a step towards the evolution of NoSQL. However, the term re-emerged only in 2009, at a meeting in San Francisco organized by Johan Oskarsson [10]. The name for the meeting, NoSQL meetup, was given by Eric Evans and from there on NoSQL became a buzzword.

Over the last years NoSQL databases have been tested and studied as well as their performance has been evaluated. As overall analysis and theoretical approach that describes characteristics and mechanisms of NoSQL databases, there are a variety of papers, such as, [11, 12, 13]. However, due to increased interests in non-relational technology, NoSQL databases have been analysed not only from application perspective, but as enterprise ready and advantageous databases. Therefore, the research of their performance, characteristics and used mechanisms, has been increased. Some of those studies, such as [6, 14, 15], evaluate advantages of use of NoSQL technology by analysing the throughput and the advantages that are brought by scalability of NoSQL databases. Differently of previous authors we do not evaluate throughput but compare execution time presented by tested databases to determine their performance.

In the next section we describe NoSQL databases by presenting some of their characteristics and existing types.

3. NOSQL DATABASES

In order to overcome some limitations, usually NoSQL databases are based on BASE (Basically Available, Soft State, and Eventually Consistent) principle that is characterized by high availability of data, while sacrificing consistency [16, 17]. On the other hand, relational databases are represented by ACID (Atomic, Consistent, Isolated, and Durable) principle where all the transactions committed are correct and do not corrupt database, and data is consistent [16]. However, there was an increase of popularity of NoSQL databases, some of those based on the ACID principle and characterized by all the data being immediately consistent. Both principles come from the CAP theorem - Consistency, Availability, and Partition Tolerance [18]. According to this theorem, when it comes to working with distributed systems, there can be only two of the three guarantees (C, A or P) so we need to choose the most important. When the consistency of data is crucial, relational databases should be used. Comparing both models, it may be considered that BASE is more flexible than ACID. When the data is spread across multiple servers, the consistency becomes hard to achieve. All NoSQL databases are characterized by the inexistence of the relations between different records. However, those databases can be divided into four categories accordingly to different optimizations [19]:

- Key-value store. In these databases all the stored data is represented by a pair of key and value per record, meaning that each key is unique and it allows accessing record’s
information, represented as value. This structure is also known as “hash table” where data retrieval is usually performed by using key to access value.

- Document Store. These databases are designed to manage data stored in documents that use different format standards, such as, XML [20] or JSON [21]. This type of storage is more complex in comparison to storage used by Key-value Stores and enables data querying.

- Column Family. The database structure of this NoSQL type is similar to the standard Relational Database Management System (RDMS) since all the data is stored as sets of columns and rows. Columns, that store related data that is often retrieved together, may be grouped.

- Graph Database. These databases are mostly used when the stored data may be represented as a graph with interlinked elements such as, social networking, road maps or transport routes.

Hence, Key-value Store databases are more appropriate for the management of stocks, products and real time data analysis, providing high data retrieving speed while the greatest amount of data is mapped into memory. Document Store databases are a good choice when working with large amounts of documents that can be stored into structured files such as text documents, emails or XML and CMS and CRM systems. Column Family databases should be used when the number of write operations exceeds reads, for example in logging. Finally, graph databases are more appropriate for working with connected data, for example, to analyse social connections among a set of individuals, road maps and transport systems.

In the next section we will describe experimental setup that was used during evaluation and specify versions of databases that were tested.

4. SETUP

For the experimental analysis we used the YCSB - Yahoo! Cloud Serving Benchmark [6], which is widely used for evaluation and performance comparison of NoSQL databases. The benchmark consists of two components: a data generator and a set of performance tests to evaluate read and update operations. Each of the test scenarios is called workload and is defined by a set of features such as a percentage of read and update operations, total number of transactions, number of records used, etc. The benchmark package provides a set of default workloads that may be executed, as follows:

- Workload A: Update Heavy. Consists of a ratio of 50/50 of read/update;
- Workload B: Read Mostly. It consists of a ratio of 95/5 of read/update;
- Workload C: Read Only. This workload is 100% read;
- Workload D: Read Latest. This workload consists of 95/5 read/insert. In this workload new records are inserted and these are treated as the most popular;
• Workload E: Short Ranges. Consists of a ratio of 95/5 scan/insert. In this workload are consulted small intervals of records, between 1 and 100, instead of individual records. Includes insertion of the new records;

• Workload F: Read-modify-write. This workload consists of a ratio of 50/50 read/read-modify-write. In this workload a record is read, updated and all the changes are saved.

However, in order to better understand the optimizations of databases and the execution speed of update operations, we have created two additional workloads that replaced the execution of workloads D and E. We decided not to execute workloads D and E due to our main interest in evaluating read and update operations and data loading speed was analysed apart. The new workloads have the following characteristics:

• Workload G: Update mostly. Consists of a ratio of 5/95 of read/update;

• Workload H: Update Only. This workload is 100% update.

In order to evaluate the loading time, we generated 600,000 records, each with 10 fields of 100 bytes generated randomly over the key registry identification, roughly 1kb total per record. Each record is uniquely identified by a key composed by string "user" followed by several digits, for example "user379904308120", which is the registration key. Each field of the record is identified as field0, field1, ..., field i respectively. Loading of the data was done using the workload A that has predefined a Zipfian distribution [6]. The execution of workloads was made using 1000 operations, which means that there were 1000 requests to the database under test, while varying the number of records stored and operations.

All the tests were executed on a virtual machine Ubuntu Server 32bit with 2GB RAM available, hosted on a computer with Windows 7 and a total of 4GB RAM. It is important to notice that evaluation of Oracle NoSQL was performed using KVLite version [22]. This is a version of the database which consists of a single process and easy configuration, but which is not optimized for performance. To perform a full evaluation, it is necessary to have a large JVM cache, which would increase the performance of the database.

In the study that was performed, Graph databases have not been evaluated. Because as stated by [23], Graph databases should not be evaluated according to the scenarios used in the analysis of the other types of NoSQL databases (Key-value Store; Document Store; Column Family), with requests formed by reads and update operations. Usage of links between records requires a different approach, so there are specific benchmarks developed to evaluate the performance of Graph databases such as, XGDBench [24].

During experimental evaluation, we tested the following NoSQL databases:

• Cassandra version 1.2.1 (http://cassandra.apache.org/)

• HBase version 0.94.10 (http://hbase.apache.org/)

• Oracle NoSQL version 2.1.8 (http://www.oracle.com/)
5. EXPERIMENTAL EVALUATION

In the following subsection we present and analyse the results of loading 600,000 records generated with the YCSB. We also present the execution times for workloads based only on read operations, updates and both at the same time.

5.1. Data Loading

Figure 1 shows the results of data loading that was evaluated by comparing execution time of tested databases while loading 600,000 records.
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Figure 1. Loading time for 600,000 records

Figure 1 shows loading times of the ten tested databases while inserting 600,000 records. It also organizes the results according to the three types of databases that were tested. At the bottom are presented Column Family databases (Cassandra and HBase); in the middle Key-value Store databases (Oracle NoSQL, Redis, Scalaris, Tarantool and Voldemort); and at the top Document Store databases (Elasticsearch, MongoDB and OrientDB). While loading 600,000 records, the best insertion time among all databases was presented by HBase, with a loading time of only 1 minute and 32 seconds. This means that this database was 3.34 times faster than Cassandra.
OrientDB was 1.78 times slower than the Elasticsearch and 2.87 times slower than MongoDB. OrientDB is the Document Store database with the worst loading time. The Oracle NoSQL database showed inferior performance compared to all the other databases, with a loading time of 33 minutes and 34 seconds and being 9.86 slower than the fastest database among Key-value Store databases, Tarantool. With this number of loading records (600,000), Redis, Tarantool and OrientDB failed to handle the load request with only 2GB of memory available. To be able to evaluate the performance of loading 600,000 records, the amount of RAM had to be increased up to 2.9GB. However, Redis was not able to meet the request of insertion of 600,000 records at once. Thus, the loading time of 600,000 records is equal to the sum of two loadings of 300,000 records since this was the higher amount of records we were able to load at once. Oracle NoSQL could handle the load with only 2GB of RAM, although affecting its results and exhibiting the worst performance. By analysing the results presented by HBase, it is possible to conclude that this database does not require a large amount of memory, making effective management of operations in the virtual machine environment.

Results obtained show that different types of databases have different data loading results. Column Family databases had the best average performance, and HBase showed better results than Cassandra. Among Document Store databases, MongoDB presented better performance while OrientDB had the worst result. Oracle NoSQL had highest loading time between Key-value Store databases, and also overall worst performance among all tested databases. High performance of Key-value Stores and Column Family databases is due to use of logs and posterior flush to disc while Document Store databases store data on the hard disc more frequently.

In the following sections we will present the results of execution time for the different workloads.

5.2. Workload A

Figure 2 shows the results obtained in seconds while executing workload A that consists of 50% reads and 50% updates, over 600,000 records.
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Figure 2. Execution time for workload A (50/50 of read/update)
When analysing the results of execution of workload A, good performance results are presented by Key-value Store databases, with Tarantool being the fastest due to the mapping of data into memory. This is followed by Redis, with only a little difference. Among Key-value Store databases, Voldemort presented the worst result, 30.15 times worse performance than Tarantool. Among the databases of Column Family type, Cassandra exhibited a performance of 7.89 seconds, 2.70 times faster than HBase. The worst performance was presented by OrientDB (30.09 seconds), with an execution time 7.85 times higher than shown by Elasticsearch, and 1.75 times higher compared to MongoDB. The large execution time of OrientDB is due to the fact that records have to be read from disk, consequently with its lower speed compared to the volatile memory.

Overall, Key-value Store databases showed good results during execution and the fastest databases among all databases evaluated were Redis and Tarantool. On the other hand, most of the Document Store databases showed lower performance and OrientDB had higher execution time while Column Family databases, Cassandra and HBase, displayed average results.

5.3. Workload B

Figure 3 shows the results obtained while executing workload B that is composed by 95% reads and 5% updates with a total of 1000 operations into 600,000 records.
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Databases with the best execution time of workload B with 600,000 records were Tarantool and Redis with execution times of 40ms and 51ms, respectively. Among Column Family databases, HBase exhibited the worst execution time, while Cassandra had an execution time 1.42 times lower, compared to HBase. Although both of those databases use the same sequential writing mechanisms, Cassandra was able to show better results. Among the Document Store databases, Elasticsearch showed the best performance, while OrientDB had the worst outcome. Elasticsearch is built on top of Apache Lucene engine, which allows that database to use main memory as well as compress existing documents which improves retrieval. Since there are no
records in cache, OrientDB has higher execution time since it is necessary to read data from disk. The best results for Key-value Store databases are due to the optimization of those databases to work with limited resources and a small number of operations (remember that tests have a total of 1000 operations). Conversely, lower performance of HBase is due to the lack of the optimization to execute read operations. Since this database uses sequential writing mechanisms, parts of the same record can be stored in different files, which make reads less efficient.

During execution of workload B, Column Family databases and Document Store databases had similar results. Among Key-value Store databases, worst results were exhibited by Voldemort.

5.4. Workload C

Figure 4 shows the results obtained while executing workload C that consists of execution of 1000 read operations into 600,000 records.
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Figure 4. Execution time for workload C (100% read)

The results of execution of workload C indicate that HBase and OrientDB are the databases that showed the highest execution time for read operations. HBase presented the worst result, with its performance 1.86 times lower compared to performance presented by Cassandra. Given a large number of records, HBase showed more difficulty on reads execution. This database is optimized for the execution of updates, since it uses sequential write mechanisms and with that, parts of the same record that is being read are stored in different files, which results in an increased execution time. The second worst outcome was by OrientDB, due to not using the memory for mapping records since in our evaluation we used local version of this database instead of memory version. This database was 5.83 times slower than the Document Store database that showed the best results, Elasticsearch. Moreover, Key-value Store databases had good execution times, while keeping records in memory, and Tarantool is the database with the minimal execution time for read operations. These databases are projected to fast record retrieval using key while mapping data in memory.
The execution of workload C allowed us to better understand performance of tested databases while executing only reads. During these tests, Cassandra had the worst results and was the slowest database. Since Cassandra use sequential write mechanisms, reads become slower and performance is decreased. Document Store databases had higher execution time compared to Key-value Stores since those databases use less volatile memory and execute workloads while using disk I/O operations.

5.5. Workload F

Figure 5 shows the results obtained while executing workload F that is read-modify-write workload. Were performed 1000 operations over databases with 600,000 records stored.

![Execution time for workload F (sec)](image)

Figure 5. Execution time for workload F (read-modify-write)

Workload F is a read-modify-write workload and in this workload, a record is read, changed and the changes are written permanently. With the execution of 1000 operations in a database with 600,000 records, Tarantool and Redis kept the best results on execution of the workload. Among Key-value Store databases the execution time of Voldemort was 27.48 times higher compared to the result presented by Tarantool. The higher execution time and the worst performance were presented by HBase and this database has presented a performance 2.77 times lower compared to Cassandra. The best result was presented by Tarantool, due to the fact that it uses volatile memory and since this database makes an efficient management of requests. On the other hand, HBase showed a lower performance due to the difficulty on executing reads compared with the updates.

Similarly to previous workloads, the best results are displayed by Key-value Store databases while Document Store databases had worse performance. However, the slowest database was Cassandra and it is Column Family database. HBase not only had higher execution time among Column Family databases but in comparison with all tested databases. Best performance had two of the Key-value Store databases, Redis and Tarantool. Both those databases are in-memory which improves data access speed and significantly reduces execution time.
5.6. Workload G

Figure 6 shows the results obtained while executing workload G with 600,000 records, performing 1000 operations with 5% reads and 95% updates.

![Execution time for workload G (sec)](image)

While executing workload G, Tarantool and Redis showed the highest performance among Key-value Store databases and had the best performance since those databases map records into memory. Among Column Family databases, Cassandra was 2.72 times faster than HBase and had a good performance due to the use of a log where all transactions are written into append mode, registering all the operations ever made. This means that only the log needs to be written to disk while the records are stored in memory. Thus, by reducing disk operations, performing updates becomes faster. Both HBase and Cassandra use sequential write mechanism and those databases are highly optimized to execute updates. The worst result had OrientDB due to high use of disk during execution of operations.

Results of execution of workload G demonstrated high difference in comparison with previous workloads that were tested. Both Column Family and Key-value Store databases showed good results with low execution times. On the other hand, Document Store databases had the worst results with OrientDB showing the highest execution time. Among Key-value Store databases, Voldemort had the worst result. This database uses WAL – Write Ahead Log that increases execution time since before updating record database register operations in log.

5.7. Workload H

Figure 7 shows the results of the execution of workload H with 1000 updates into a database with 600,000 records.
With the execution of workload H with 1000 updates we observed better optimization of some databases on execution of updates. Cassandra and HBase Family Column databases are optimized for performing updates since records are stored in memory, reducing the number of operations performed on the disk and thereby increasing the performance. OrientDB had the highest execution time with a total of 36.75 seconds having a performance 9.59 times lower compared to the performance shown by Elasticsearch, which is the Document Store database with the best performance. This difference in execution time is due to the distinction of the type of storage used by databases. The OrientDB keeps records on disk rather than use in memory mapping. Also, the poor results of MongoDB are due to use of locking mechanisms to perform update operations, increasing execution time. Key-value Store databases are in-memory databases and since volatile memory is used to map records the database performance is increased.

Execution of workload H showed that Column Family and Key-value Store databases are highly optimized for execution of updates. Furthermore, Cassandra and HBase showed good results and were faster than some of the Key-value Store databases. However, Document Store databases high execution time and relatively low performance. Those databases show lower performance especially in comparison with most of Key-value Store Databases that highly use volatile memory in order to reduce execution time.

5.8. Overall Evaluation

Over previous subsections we presented and described results obtained during execution of workloads and data. Until now, previously described results are divided by the operation type and do not fully allow us to understand each database performance. Figure 8 shows the total execution time, values in minutes and seconds, for each one of the tested databases. These results represent total execution time, obtained by adding the execution times of all executed workloads (A + B + C + F + G+ H), sorted in descending order, from highest execution time to lowest.
While analysing overall results, is it possible to notice that in-memory databases had the best performance. The execution time increased with the increased use of disk operations by databases. Lowest execution time was exhibited by Tarantool, which is a Key-Value Store database, and the worst outcome was that of OrientDB. This database is a combination of two types of NoSQL databases, Document Store and Graph.

5.9. Performance Evaluation

Over the past years NoSQL databases has gained more and more popularity due to the big volumes of processed and stored data. These databases bring a number of advantages compared to relational databases, especially for large volumes of data that is not structured. In order to provide better database solution, according to the application type, NoSQL databases are divided into different types, each providing a specific set of features. The experimental evaluation has enabled us to compare three types of non-relational databases: Column Family, Key-Value Store and Document Store, by comparing their execution times for different types of workloads.

Throughout the experimental evaluation, the performance of different NoSQL databases was evaluated using Yahoo! Cloud Serving Benchmark with a set of workloads consisted of a combinations of read and update operations defined in a range of scenarios. Through the analysis of the results we concluded that different types of NoSQL database show diverse optimizations and used mechanisms in order to improve performance. However, some of the databases depend on the amount of volatile memory, which reduces execution time but is a more expensive and volatile storage media. The databases with the best results use volatile storage, so all the operations are executed in shorter execution time cycles, due to the fast speeds of volatile memory compared to the extraction of the files stored on the hard drive. The databases with the best results, Tarantool and Redis, exhibited extremely fast response times regardless of workloads. Databases with lowest performance were Oracle NoSQL on data loading and OrientDB on execution of a set of workloads. While analysing obtained results we concluded that both these databases require more system capacities compared with the environment used in the evaluation. Therefore, their capabilities were limited by the memory management, the operating system and the use of virtual machine environment. HBase and Cassandra are databases that use
a log for storing all performed changes, while the records are stored in memory for subsequent disk flush. The use of these mechanisms and following sequential writing to disk reduces the amount of disk operations that are characterized by low speed compared to the speed of the volatile memory. Thus, these databases are especially optimized for performing updates, while reads are more time consuming when compared with in-memory databases. MongoDB is the database that showed largest increase in execution time directly proportional to the number of performed updates. This database uses locking mechanisms that increase execution time but, on the other hand, the reads are not exclusive, so the mapping of registers in memory increases performance. OrientDB performance also degraded with the increasing number of update operations. As a global analysis, in terms of optimization, the databases can be divided into two categories, databases optimized for reads and databases optimized for updates. Thus, MongoDB, Redis, Scalaris, Tarantool and OrientDB are databases optimized to perform read operations, while Cassandra, Oracle NoSQL, HBase and Voldemort have a better performance on execution of updates. Even though Redis showed same execution time during execution of workload C (100% read) and workload H (100% update), we noticed that this database had better performance executing workload B (95% read and 5% update) than workload A (50% read and 50% update). Therefore we considered Redis more optimized for execution of reads.

According to the results, the best database is Tarantool, showing good execution times for all types of workloads. We believe that in-memory databases have high potential and are highly optimized to reduce execution time.

6. CONCLUSIONS AND FUTURE WORK

NoSQL stores promise good performance and scalability for simple operations over possibly huge datasets. In this paper we have analysed the performance of some of the most promising examples, testing them against workloads with read, update and mixed read and update characteristics. After showing performance results and analysing them, we interpreted the results in the light of the characteristics of the NoSQL engines being tested. In particular, we discussed memory and disk patterns to reach evaluation analysis conclusions.

As future work, we will analyse the execution time with the increase in the number of operations performed and the effect of running over multiple servers. This evaluation will allow us to better understand how NoSQL behaves while running in distributed and parallel environments. We also plan to evaluate performance of Graph databases using a standard benchmark. Finally, we will evaluate the use of NoSQL and NewSQL solutions for decision support workloads.
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