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ABSTRACT

Recently, contourlet transform has been widely used in hyperspectral image fusion due to its advantages, such as high directionality and anisotropy; and studies show that the contourlet-based fusion methods perform better than the existing conventional methods including wavelet-based fusion methods. Few studies have been done to comparatively analyze the performance of contourlet-based fusion methods; furthermore, no research has been done to analyze the contourlet-based fusion methods by focusing on their unique transform mechanisms. In addition, no research has focused on the original contourlet transform and its upgraded versions. In this paper, we investigate three different kinds of contourlet transform: i) original contourlet transform, ii) nonsubsampled contourlet transform, iii) contourlet transform with sharp frequency localization. The latter two transforms were developed to overcome the major drawbacks of the original contourlet transform; so it is necessary and beneficial to see how they perform in the context of hyperspectral image fusion. The results of our comparative analysis show that the latter two transforms perform better than the original contourlet transform in terms of increasing spatial resolution and preserving spectral information.
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1. INTRODUCTION

Hyperspectral imaging is a new technique in remote sensing that collects hundreds of continuous and highly correlated spectral bands for the same area on the surface of the earth [1]. Due to the high spectral resolution of hyperspectral imaging, the ability to detect and identify individual materials or land-cover classes is greatly enhanced with regards to other traditional remote sensing techniques. However, it also brings significant challenges and difficulties in hyperspectral images processing with such richness and redundancy information. Therefore, various methods such as feature extraction and image fusion are firstly applied to reduce data dimensionality and eliminate redundancy of hyperspectral data [2]-[6]. The main purpose of these methods is to enhance the hyperspectral image analysis.

Various image fusion methods have been proposed for combining high resolution visual images with low resolution spectral images. A detailed review on this issue was given by Pohl and Van Genderen[7]. Some methods, such as intensity-hue-saturation (IHS) [8]-[9], Brovey transform (BT) [10]-[11], and principal component analysis (PCA) [11]-[12], provide superior visual high-resolution multispectral images but ignore the requirement of high-quality synthesis of spectral information. While these methods are useful for visual interpretation, high-quality synthesis of spectral information is very important for most remote sensing applications based on spectral signatures, such as lithology and soil and vegetation analysis [13]. Garguet-Duport et al. [14] has shown that the high-quality synthesis of spectral information is particularly well suited in the case...
of vegetation analysis. Wald et al. [15] suggests that the fused hyperspectral images should be as identical as possible to the real hyperspectral images, the corresponding hyperspectral sensors would observe at the high-resolution level. A large amount of research has been done in terms of this constraint. The high-pass filtering (HPF) [16]-[17] and high-pass modulation (HPM) [18] methods and those of [19] and [20] have shown better performance in terms of the high-quality synthesis of spectral information. More recently, an underlying multi-resolution analysis employing the discrete wavelet transform has been used in image fusion. It was found that multisensor image fusion is a trade-off between the spectral information from a low resolution spectral image sensor and the spatial information from a high resolution visual image sensor. With the wavelet transform fusion method, it is easy to control this trade-off.

Wavelet based image fusion techniques are implemented by replacing the detail components (high frequency coefficients) from a colored input image with the detail components from another gray-scale input image. Currently used wavelet-based image fusion methods are mostly based on two computation algorithms: the Mallat algorithm [21]-[22] and the à trous algorithm [23]-[24]. The Mallat algorithm-based dyadic wavelet transform (WT), which uses decimation, is not shift-invariant and exhibits artifacts due to aliasing in the fused image. In contrast, the à trous algorithm-based dyadic wavelet transform (ATW) method, which does not use decimation, is shift-invariant, a characteristic that makes it particularly suitable for image fusion. However, the Wavelet based fusion techniques are not optimal in capturing two-dimensional singularities from the input images. The two-dimensional wavelets, which are obtained by a tensor-product of one-dimensional wavelets, are good in detecting the discontinuities at edge points. However, the 2-D Wavelets exhibit limited capabilities in detecting the smoothness along the contours [25]. Moreover, the singularity in some objects is due to the discontinuity points located at the edges. These points are located along smooth curves rendering smooth boundaries of objects. Do and Vetterli introduced the new two-dimensional Contourlet transform (CT) [26]. This transform is more suitable for constructing a multi-resolution and multi-directional expansions using non-separable Pyramid Directional Filter Banks (PDFB) with small redundancy factor [27].

Do group has developed two more contourlet transforms based on the original contourlet transform theory. The first one is called nonsampled contourlet transform (NSCT) and the second one is called contourlet transform with sharp frequency localization (CTSFL). Both of them were developed to overcome the major drawbacks of the original contourlet transform. Researchers have recently proposed new contourlet transform based fusion methods that outperform the other existing methods. When a new fusion method is proposed, it is necessary to go through comparative analyses in order to validate the newly proposed method. Moreover, performance analysis studies take an important role in the field of image fusion because it gives a right direction in developing a better fusion method. However, no research has been conducted in analyzing the performance of three contourlet transforms. In this paper, we mainly focus on the performance analysis of the three contourlet transforms using the same fusion rule but different multi-scale decompositions. In Section 2, three different contourlet transforms are discussed in detail to provide a clear overview on their background theories, advantages and drawbacks. Next, the fusion framework and fusion scheme used in our experiments are explained in Section 3. Experimental study and analysis are discussed in Section 4, and we conclude in Section 5.

2. CONTOURLET TRANSFORM

2.1. Original Contourlet Transform

The wavelet transform is good at isolating the discontinuities at object edges, but cannot detect the smoothness along the edges. Moreover, it can capture limited directional information. The contourlet transform can effectively overcome the disadvantages of wavelet; contourlet transform
is a multi-scale and multi-direction framework of discrete image. In this transform, the multi-scale analysis and the multi-direction analysis are separated in a serial way. The Laplacian pyramid (LP) [28] is first used to capture the point discontinuities, then followed by a directional filter bank (DFB) [29] to link point discontinuities into linear structures. The overall result is an image expansion using basic elements like contour segments. The framework of contourlet transform is shown in Figure 1.

![Figure 1. The contourlet transform framework.](image)

Figure 2 shows the contourlet filter bank. First, multi-scale decomposition is performed by the Laplacian pyramid, and then a directional filter bank is applied to each band pass channel.

![Figure 2. The contourlet filter bank.](image)

Contourlet expansion of images consists of basis images oriented at various directions in multiple scales with flexible aspect ratio. In addition to retaining the multi-scale and time-frequency localization properties of wavelets, the contourlet transform offers high degree of directionality. Contourlet transform adopts nonseparable basis functions, which makes it capable of capturing the geometrical smoothness of the contour along any possible direction. Compared with traditional image expansions, contourlet can capture 2-D geometrical structure in natural images much more efficiently [30].

Furthermore, for image enhancement, one needs to improve the visual quality of an image with minimal image distortion. Wavelet-based methods present some limitations because they are not well adapted to the detection of highly anisotropic elements such as alignments in an image. Contourlet transform (CT) has better performance in representing the image salient features such as edges, lines, curves and contours than wavelet transform because of CT’s anisotropy and directionality. Therefore, CT is well-suited for multi-scale edge based image enhancement.

To highlight the difference between the wavelet and contourlet transform, Figure 3 shows a few wavelet and contourlet basis images. It is possible to see that contourlets offer a much richer set of directions and shapes, and thus they are more effective in capturing smooth contours and geometric structures in images.
Nonsubsampled Contourlet Transform

The contourlet transform proposed by Do and Vetterli is a real two-dimensional transform, which is based on nonseparable filter banks and provides an efficient directional multi-resolution image representation. The contourlet transform (CT) expresses image by first applying a multi-scale transform (the Laplacian pyramid transform), followed by a direction filter banks (DFB) to link point discontinuities into linear structures. The contourlets satisfy anisotropy principle and can capture intrinsic geometric structure information of images and achieve better expression than discrete wavelet transform, especially for edges and contours. However, because of the downsampling and upsampling, the CT lacks of shift-invariance and results in ringing artifacts. The shift-invariance is desirable in image analysis applications, such as edge detection, contour characterization, image fusion, etc. So Cunha et al. proposed nonsubsampled contourlet transform [31] based on nonsubsampled pyramid decomposition and nonsubsampled filter bank (NSFB). In NSCT, the multi-scale analysis and the multi-direction analysis are also separate, but both are shift-invariant. First, the nonsubsampled pyramid (NSP) is used to obtain a multi-scale decomposition by using two-channel nonsubsampled 2-D filter bands. Second, the nonsubsampled directional filter bank is used to split band pass sub-bands in each scale into different directions. Figure 4 shows two-level decomposition by using a combination of a NSP and NDFB. Because of no downsampling in pyramid decomposition, the lowpass subband has no frequency aliasing, even the bandwidth of lowpass filter is larger than $\pi/2$; hence, the NSCT has better frequency characteristics than CT.

Figure 3. Comparison between actual 2-D wavelets (left) and contourlets (right) [3].

2.2. Nonsubsampled Contourlet Transform

The contourlet transform proposed by Do and Vetterli is a real two-dimensional transform, which is based on nonseparable filter banks and provides an efficient directional multi-resolution image representation. The contourlet transform (CT) expresses image by first applying a multi-scale transform (the Laplacian pyramid transform), followed by a direction filter banks (DFB) to link point discontinuities into linear structures. The contourlets satisfy anisotropy principle and can capture intrinsic geometric structure information of images and achieve better expression than discrete wavelet transform, especially for edges and contours. However, because of the downsampling and upsampling, the CT lacks of shift-invariance and results in ringing artifacts. The shift-invariance is desirable in image analysis applications, such as edge detection, contour characterization, image fusion, etc. So Cunha et al. proposed nonsubsampled contourlet transform [31] based on nonsubsampled pyramid decomposition and nonsubsampled filter bank (NSFB). In NSCT, the multi-scale analysis and the multi-direction analysis are also separate, but both are shift-invariant. First, the nonsubsampled pyramid (NSP) is used to obtain a multi-scale decomposition by using two-channel nonsubsampled 2-D filter bands. Second, the nonsubsampled directional filter bank is used to split band pass sub-bands in each scale into different directions. Figure 4 shows two-level decomposition by using a combination of a NSP and NDFB. Because of no downsampling in pyramid decomposition, the lowpass subband has no frequency aliasing, even the bandwidth of lowpass filter is larger than $\pi/2$; hence, the NSCT has better frequency characteristics than CT.

Figure 4. Two level nonsubsampled contourlet transform decomposition [32]. (a) NSFB structure that implements NSCT. (b) Corresponding frequency partition.
2.3. Contourlet Transform with Sharp Frequency Localization

As discussed earlier, the contourlet transform was proposed as a directional multi-resolution image representation; however, the major drawback of the original contourlet construction is that its basis images are not localized in the frequency domain.

The contourlet transform is constructed as a combination of the Laplacian pyramid and the directional filter banks (DFB). Conceptually, the flow of operation can be illustrated by Figure 5(a), where the Laplacian pyramid iteratively decomposes a 2-D image into lowpass and highpass subbands, and the DFB are applied to the highpass sub-bands to further decompose the frequency spectrum. Using ideal filters, the contourlet transform will decompose the 2-D frequency spectrum into trapezoid-shaped regions as shown in Figure 5(b).

![Figure 5](image)

Figure 5. The original contourlet transform. (a) Block diagram. (b) Resulting frequency division.

In practice, when non-ideal filters are used, the resulting contourlets do not have the desired sharp frequency domain localization. Although the majority of the energy in each subband is still concentrated on the ideal support regions, there are also significant amount of aliasing components showing up at locations far away from the desired support. This kind of frequency aliasing is undesirable, since the resulting contourlets in the spatial domain are not smooth along their main ridges and exhibit some fuzzy artifacts. Consequently, this jeopardizes the efficiency of contourlets in representing smooth boundaries in natural images [33]. This phenomenon has also been independently observed by other researchers, e.g., in the work by Candes et al. [34].

Y. Lu and M. N. Do proposed a new method of constructing the contourlet transform to overcome the drawback [33]. Figure 6 is a new construction of the contourlet transform. Directional filter bank is still used for directional decomposition. However, an important distinction from the original contourlet transform is that, instead of using the Laplacian pyramid, a new pyramid structure for the multi-scale decomposition is used and it is conceptually similar to the one used in the steerable pyramid [35]. As an important difference from the Laplacian pyramid, the new multi-scale pyramid can employ a different set of lowpass and highpass filters for the first level and all other levels [33].
3. HYPERSONSPECTRAL IMAGE FUSION

Hyperspectral image analysis is used in various applications due to its advantages; however, the main drawback is its low spatial resolution. Many ideas have been developed to enhance the hyperspectral image analysis, but the most well-known technique is the fusion of hyperspectral image with panchromatic image, also called pan-sharpening. This method increases the spatial resolution of hyperspectral image. In the process of image fusion, various theories are applied, such as Intensity-Hue-Saturation, Principle Component Analysis, Wavelet transform, Curvelet transform, and so on. Recent studies show that contourlet transform based fusion outperforms the existing methods. Therefore, the key point in our comparative analysis is contourlet transform, and we want to compare it to its successors (NSCT and CTSFL) to see how they perform in image fusion. In this section, we provide fusion framework and scheme that are used in our comparative analysis to test the original CT and its successors.

3.1. Analysis of the Contourlet Transform Coefficients

The distribution of the coefficients of contourlet transform is not well-regulated as good as that of wavelet transform. It is related to the parameter $nlevels$ given in the DFB stagedecomposition. $nlevels$ is a one dimensional vector. It is used to store the parameters of the decomposition level of each level of pyramid for DFB. If the parameter of the decomposition level is 0 for DFB, DFB will use the wavelet to process the subimage of pyramid. If the parameter is $l_j$. The decomposition levels of DFB is $2^{l_j}$, which means that the subimage is divided into $2^{l_j}$ directions. Corresponding to the vector parameter $nlevels$, the coefficients, $Y$, of the contourlet decomposition is a vector, too. The length of $Y$ is equal to length ($nlevels$) + 1. $Y\{1\}$ is the subimage of the low frequency. $Y\{i\} (i = 2, ..., Len)$ is the direction subimage obtained by DFB decomposition, $i$ denotes the $i$-th level pyramid decomposition. The subband images of contourlet decomposition coefficients for famous Peppers image are shown in Figure 7[36].
Figure 7. Example of the contourlet transform on Peppers image. Each image is decomposed into two pyramidal levels, which are then decomposed into 4 and 8 directional subbands. Small coefficients are shown in black while large coefficients are shown in white.

3.2. Fusion Framework

The fusion framework used in this paper is shown below in Figure 8. However, three different contourlet transforms are implemented within the framework: i) original contourlet transform (CT), ii) nonsubsampled contourlet transform (NSCT) and iii) contourlet transform with sharp frequency localization (CTSFL).

Figure 8. Fusion framework based on contourlet transforms.

3.3. Fusion Scheme

The fusion scheme implemented in our performance analysis is explained below. Note that the overall fusion scheme is identical except for the decomposition step because three different contourlet transforms are used.

1) The first step is to geometrically register two source images, in our case, hyperspectral image and panchromatic image. However, it takes more computational load to process the image registration. That is why many papers assume that the source images are co-registered. Also, it is not easy to get a pair of hyperspectral and panchromatic images of the same scene taken at the same time with the same viewpoint. Therefore, pre-processing is performed as follows:

The original hyperspectral image is shifted, in both horizontal and vertical directions, to produce a shifted hyperspectral image, and then the sequence was convolved with Gaussian smooth filter point-spread function (PSF) of size 3x3 with variance equal to 0.5. Then, it is downsampled in both horizontal and vertical directions by factor of two. Lastly, zero-mean Gaussian noise was
added to the sequence. The final result is a synthesized hyperspectral image that can be used in our experiment as a source image.

In order to get another source image, panchromatic image, the original hyperspectral image is spectrally integrated over the entire spectral range. The final result is a synthesized panchromatic image that can be used as the second source image [37].

2) After pre-processing, the fusion rule follows the method proposed by M. Qiguang and W. Baoshu [36]. The two images are decomposed in multi-scale and multi-direction by each of the three contourlet transforms. The transform coefficients of image A and B are $Y_A$ and $Y_B$, respectively. Denote the transform coefficients of the fused image by $Y_F$. Then, process the coefficients based on the following rules:

a) For the coefficients of the low frequency, fusion with the average rule:

$$Y_F^{[1]} = \left\{ Y_A^{[1]} + Y_B^{[1]} \right\} / 2$$

(1)

b) For the coefficients of the high frequency, if $l_i$, the decomposition level parameters of directional filter bank in the vector $\mathbf{nlevels}$, is not equal to 0, fuse by the rule of selecting the coefficients of greater region energy using region consistency check:

$$D^X(i, j) = \sum_{l=M_j}^{N_j} (Y^X(i, j))^2, X = A, B$$

(2)

The region energy of each coefficient of every subband is calculated by Eq. (2). With Eq. (3), we can construct the high frequency subbands of the fused image. Also, at the same time, the fusion-decision map is obtained by Eq. (4).

$$Y_F(i, j) = \begin{cases} Y_A(i, j), D_A(i, j) \geq D_B(i, j) \\ Y_B(i, j), D_A(i, j) < D_B(i, j) \end{cases}$$

(3)

$$Map(i, j) = \begin{cases} 1, D_A(i, j) \geq D_B(i, j) \\ 0, D_A(i, j) < D_B(i, j) \end{cases}$$

(4)

Finally, the region consistency check is done based on the fusion-decision map. If a pixel is to come from the source image A but with the majority of its surrounding neighbors from B, this pixel will be switched to come from B.

c) If $l_j(i = 1, 2, \ldots, Len)$ is equal to 0, it means that the wavelet decomposition is used in the $j$-th level image. In this case, the coefficients of wavelet decomposition should be processed with different rule for low and high frequency components. For low frequency components, fuse with the average rule:

$$Y_F^{[l]} = \left\{ Y_A^{[l]} + Y_B^{[l]} \right\} / 2$$

(5)

For horizontal, vertical and diagonal high frequency components, fuse by the rule of choosing the ones with greater region energy using the region consistency check. The procedure is identical to the Eqs. (2)-(4). The contourlet coefficients of the fused image, $Y_F$, is obtained this way.
3) The contourlet inverse transform, also called reconstruction, is done using the coefficients $Y_F$. The reconstructed image is the final fused image. In fact, if $nlevels = [0, 0, \cdots, 0]$, it means that the Laplacian Pyramid of contourlet transform is first used, and then followed by the wavelet transform to every level of the pyramid. The fused result will be a combination of the contourlet transform and the wavelet transform. On the other hand, if $l[i = 1, 2, \cdots, Len]$ is not equal to 0, for the subimage of each level of the Laplacian Pyramid, only the directional filter bank (DFB) decomposition is processed. In this case, the wavelet transform is not used.

4. EXPERIMENTAL STUDY AND ANALYSIS

In our experiments, three different contourlet transforms are used in fusing the source images with the parameter levels of $[0, 2, 3, 4]$. As described in Section 3, we synthesized the original hyperspectral image to create two source images: i) hyperspectral image and ii) panchromatic image. Performance of the final fused images is evaluated by comparing the results with the original hyperspectral image. By using synthesized images as source image, we can easily compare the fusion results with the original reference image, and the source images (hyperspectral and panchromatic images) are perfectly registered to each other without going through image registration process. Therefore, the errors we might encounter due to wrong registration of the source images can be completely avoided.

There are many different performance evaluation metrics available in literatures to analyze pansharpened images [38]-[41]. These quality metrics are divided into mainly three categories: i) spatial quality measures, ii) spectral quality measure and iii) average measures to analyze the effect of both simultaneously. In terms of spatial quality analysis, correlation coefficient (CC), distortion extent (DE), root mean square error (RMSE) and Universal image quality index (UIQI) are often employed[38], [41]. In order to analyze the fusion results in terms of spectral information, relative global error in synthesis (ERGAS), spectral angle mapper (SAM) and relative average spectral error (RASE) are often used. Root cross entropy (RCE) or mean cross entropy (MCE) and signal to noise ratio (SNR) [42] can be used to analyze both quality factors. The average gradient (AG) and standard deviation (SD) parameters don’t require any reference image for evaluation. All these parameters are explained in the literatures in detail.

Figures 9(a) and 11(a) show the original hyperspectral images that are used as a reference. These hyperspectral images were obtained from MultiSpec© by Purdue University [43]. Next, Figures 9(b)-c and 11(b)-c show two source images (panchromatic and hyperspectral images) that have been synthesized from the original hyperspectral image as described in Section 3. Figures 10 and 12 show the fusion results based on three different contourlet transforms: i) CT, ii) NSCT and iii) CTSFL. Fusion results are compared using various quality assessment parameters. We employed correlation coefficient (CC), relative average spectral error (RASE) and spectral angle mapper (SAM) for spectral analysis. To spatially analyze the fusion results, we employed distortion extent (DE), universal image quality index (UIQI) and signal to noise ratio (SNR).
Figure 9. The original hyperspectral image and two synthesized source images. (a) Original hyperspectral image. (b) Synthesized panchromatic source image. (c) Synthesized hyperspectral image.

Figure 10. Fusion results. (a) Contourlet transform (CT). (b) Nonsubsampled contourlet transform (NSCT). (c) Contourlet transform with sharp frequency localization (CTSFL).
Table 1. A performance comparison using quality assessment parameters.

<table>
<thead>
<tr>
<th>Transform Type</th>
<th>Spectral Analysis</th>
<th>Spatial Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC</td>
<td>RASE</td>
</tr>
<tr>
<td>CT</td>
<td>0.865</td>
<td>45.764</td>
</tr>
<tr>
<td>NSCT</td>
<td>0.884</td>
<td>43.721</td>
</tr>
<tr>
<td>CTSFL</td>
<td><strong>0.893</strong></td>
<td><strong>43.712</strong></td>
</tr>
</tbody>
</table>

In order to increase the reliability of our experiments, we tested with one more data set. This gives us a more clear view when analyzing the fusion results.

![Figure 1](image1)

**Figure 1.** The original hyperspectral image and two synthesized source images. (a) Original hyperspectral image. (b) Synthesized panchromatic source image. (c) Synthesized hyperspectral image.

![Figure 2](image2)

**Figure 2.** Fusion results. (a) Contourlet transform (CT). (b) Nonsampled contourlet transform (NSCT). (c) Contourlet transform with sharp frequency localization (CTSFL).
Table 2. A performance comparison using quality assessment parameters.

<table>
<thead>
<tr>
<th>Transform Type</th>
<th>Spectral Analysis</th>
<th>Spatial Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC</td>
<td>RASE</td>
</tr>
<tr>
<td>CT</td>
<td>0.776</td>
<td>43.865</td>
</tr>
<tr>
<td>NSCT</td>
<td>0.784</td>
<td>43.708</td>
</tr>
<tr>
<td>CTSFL</td>
<td>0.798</td>
<td>43.652</td>
</tr>
</tbody>
</table>

As we can see from Table 1 and Table 2, the fusion results show that nonsubsampled contourlet transform (NSCT) performs better in terms of increasing spatial resolution; however, contourlet transform with sharp frequency localization (CTSFL) performs better in terms of preserving spectral information. In other words, CTSFL distorts the spectral information as less as possible. Moreover, the fusion results show that NSCT and CTSFL outperform the original contourlet transform both spatially and spectrally. Contourlet transform is used in various image related applications; however, we can tell that upgraded versions of the original contourlet transform are a better choice especially in the field of image fusion. We selected hyperspectral image fusion method to test three different contourlet transforms; however, the main purpose of this research is to find a good solution to enhance the hyperspectral image analysis. Based on the results, it is obvious that the successors of the original contourlet transform are potential solutions to future development in the hyperspectral image enhancement.

5. CONCLUSIONS

Hyperspectral image analysis plays a very important role in many image-related applications; however, hyperspectral images have relative low spatial resolution. Therefore, it is necessary to develop new methods to enhance the hyperspectral image analysis. Among various enhancing methods, we chose pan-sharpening technique, fusing hyperspectral image with high resolution panchromatic image, for our comparative analysis because it greatly increases the spatial resolution. Next, we selected contourlet transform to use in our fusion process due to its advantages in image processing, and recent studies show that the contourlet transform outperforms other conventional hyperspectral fusion methods including wavelet transform. Therefore, our goal was to test the original contourlet transform and its two upgraded versions together, and find out which one would be a good choice in our future research on development of new hyperspectral image fusion method. The comparative analysis shows that the upgraded versions of contourlet transform (NSCT and CTSFL) outperform the original contourlet transform both spatially and spectrally. Also, NSCT shows good results spatially, and CTSFL performs better spectrally. Therefore, in our future research, we can utilize the advantages of both NSCT and CTSFL in developing a novel hyperspectral fusion method.
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