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ABSTRACT 
 
Information inequalities are very useful and play a fundamental role in the literature of Information 

Theory. Applications of information inequalities have discussed by well-known authors like as Dragomir, 

Taneja and many researchers etc. In this research paper, we shall consider some new functional 

information inequalities in the form of generalized information divergence measures. We shall also 

consider relations between Csiszar’s f-divergence, new f-divergence and other well-known divergence 

measures using information inequalities. Numerical bounds of information divergence measure have also 

studied.  
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1. INTRODUCTION 
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be the set of all complete finite discrete probability distributions. There are many information and 

divergence measures are exist in the literature of Information Theory and Statistics. Csiszar [2] & 

[3] introduced a generalized measure of information using f-divergence measure given by 
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(1.1) 

 

where :f  R R is a convex function and , nP Q  . 

 

As in Csiszar [3], we have interpret undefined expressions by Csiszar’s f-divergence is a general 

class of divergence measures that includes several divergences used in measuring the distance or 

affinity between two probability distributions. This class is introduced by using a convex function 

f, defined on (0, ∞).  

 

Here we give some examples of divergence measures which are the category of Csiszar’s f-

divergence measure like as Bhattacharya divergence [1], Triangular discrimination [4], Relative 

J-divergence [5], Hellinger discrimination [6], Chi-square divergence [9], Relative Jensen-
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Shannon divergence [13], Relative arithmetic-geometric divergence measure [10], Unified 

relative Jensen-Shannon and arithmetic-geometric divergence measure[10]. 

 

Now, we give some examples of well-knowngeneralized information divergence measures of 

type’s which are obtained from Csiszar’s f-divergence measure. 

 
 Relative information of type s [11] 

 

The following measures and particular cases are introduced by Taneja [11]  
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(1.3) 

 Relative J-divergence of type s [12]    
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2. NEW F-DIVERGENCE MEASURE  
 
In this section we shall consider some properties of a new f-divergence measure [Jain and 

Saraswat [7] &[8] and its particular cases which are may be interesting in areas of information 

theory is given by 
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(2.1) 

 

Where :f  R R is a convex functionand  , nP Q  .  

 

It is shown that using new f-divergence measure we derive some well-known divergence 

measures such as Chi-square divergence, Relative J-divergence, Jenson-Shannon’s divergence, 

Triangular discrimination, Hellinger discrimination, Bhattacharya divergence, Unified relative 

Jensen-Shannon and arithmetic-geometric divergence of type’setc. in this section.  
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The following propositions are presented by Jain &Saraswat in [7] & [8]. 

 

Proposition 2.1 Let  :[0, )f  R  be convex and , nP Q  with 1n nP Q   then we have 

the following inequality 

     ( , ) 1fS P Q f     (2.2) 

Equality holds in (2.2) iff 

 1,2,..,i ip q i n      (2.3) 

 

Corollary 2.1.1 (Non-negativity of new f-divergence measure) Let  :[0, )f  R  be convex 

and normalized, i.e. 

 

(1) 0f       
(2.4) 

 

Then for any , nP Q from (2.2) of proposition 2.1 and (2.4), we have the inequality 

 

( , ) 0fS P Q       (2.5) 

 

If f is strictly convex, equality holds in (2.5) iff 

 

      ,2,................i ip q i i n  
  

(2.6) 

 

In particular, if P & Q are probability vectors, then Corollary 2.1.1 shows that for a strictly 

convex and normalized :[0, )f  R  
 

( , ) 0fS P Q  and ( , ) 0fS P Q  iff P Q      (2.7) 

 

Proposition 2.2 Let 
1 2&f f  are two convex functions and 1 2g a f b f  then

1 2
( , ) ( , ) ( , )g f fS P Q a S P Q b S P Q  , where , nP Q . 

 

We now give some examples of well-known information divergence measures which are obtained 

from new f-divergence measure. 

 

Chi-square divergence measure: - If  
2

( ) 1f t t    then Chi-square divergence measure is 

given by 
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(2.8) 

 

Relative Jensen-Shannon divergence measure:-If ( ) logf t t    then relative Jensen-Shannon 

divergence measure is given by 
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(2.9) 

 

Relative arithmetic-geometric divergence measure:-If ( ) logf t t t  thenrelative arithmetic-

geometric divergence measure is given by 
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 Triangular discrimination: - If 
2( 1)

( ) , 0
t
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     then Triangular discrimination is given 

by 
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Relative J-divergence measure: - If ( ) ( 1) logf t t t    then Relative J-divergence 

measure is given by 
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(2.12) 

 

Hellinger discrimination: - If ( ) (1 )f t t    then Hellinger discrimination is given by 
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3. INFORMATION INEQUALITIES 
 
The following Theorems 3.1 presented in Taneja&Pranesh Kumar [11] and Theorem 3.2 

presented in Jain&Saraswat [7] respectively.  

 

Theorem 3.1Let :f  R R be the differentiable convex function and normalized i.e. 

(1) 0f  . Then for all , nP Q  we have the following inequality 
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Theorem 3.2:-Let :f I   R R be a differentiable convex mapping on
0

I . If  
0

ix I and
.

, nP Q  . Then we have the following inequality,   
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and 'f  is derivative of f . If f is strictly convex, and , 0,( 1,2,........ )i ip q i n   then the 

equality holds in (3.4) iff 1 2
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Corollary 3.1If function f is normalized i.e. (1) 0f  ,
 then we have the following inequality 
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4.NEW FUNCTIONAL INFORMATION INEQUALITIES 
 
In this section we shall consider some new functionalinformation inequalities among various f-

divergences. Using these functional information inequalities, we shall establish relations between 

well-known generalized information divergence measures and its particular cases. 

 

Theorem 4.1Let :f I   R R be the differentiable convex function and normalized i.e. 

(1) 0f  . Then for all , nP Q  we have the following inequality  
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Proof: - As f  is differential convex on
0

I , then for all 
0

,x y I , we have the inequality   

( ) '( ) ( ) ( )x y f y f x f y    , 
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Multiplying by iq  and taking summation both side then we get 
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From (3.5)& (4.5), we get 
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Form (3.1) & (4.7), we get 

 

'
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From (3.2) & (4.7) give the result (4.1)and (3.3) & (4.8) give the results (4.2) & (4.3) 

respectively. 

 

5. APPLICATIONS IN INFORMATION THEORY 
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In this section we shall establish relationship between various known generalized information 

measures of type’s in the form of inequality using the results (4.3), (4.4) and (4.5) of Theorem 

(4.1).In the following Theorem we shall consider the applications of functional information 

inequalities for relations between Unified relative Jensen-Shannon and arithmetic-geometric 

divergence of type’s, Relative J-divergence of type’s, Relative information of type’s etc. 

 

Theorem: 5.1- Let , nP Q , then we have the following relations 
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Proof: - Considering the mapping : (0, )f  R  
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From equation (5.4), (5.9) & (5.10), we get 
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Using equation (4.1), (4.2), (4.3) (4.4), (5.4),(5.5),(5.6),(5.7),(5.8),(5.9),(5.10) (5.11) & (5.12) 

give the relation (5.1), (5.2) & (5.3). 

 

In the following corollaries, we shall discuses some cases for particular values of        
 

  
   in corollary (5.1), (5.2), (5.3) and (5.4) respectively. 

 

Corollary 5.1:-If 1s    
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Corollary 5.2If 0s   
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Corollary 5.4 For 1s   
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6. NUMERICAL ILLUSTRATIONS 

 
In this section we shall consider some numerical bounds of f-divergence measure using functional 

information inequalities and binomial distribution. 

 

Example 6.1 
 
Let P be the binomial probability distribution for the random valuable X with parameter (n=8 

p=0.5) and Q its approximated normal probability distribution. 

 

Table 6.1 Binomial Probability Distribution 
 

 (n=8   p=0.5) 

 

x 0 1 2 3 4 5 6 7 8 

p (x) .004 .031 .109 .219 .274 .219 .109 .031 .004 

q (x) .005 .030 .104 .220 .282 .220 .104 .030 .005 

)x(q

)x(p
 .774 1.042 1.0503 .997 .968 .997 1.0503 1.042 .774 

 
It is noted that                       ,                     
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