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ABSTRACT

Information inequalities are very useful and play a fundamental role in the literature of Information
Theory. Applications of information inequalities have discussed by well-known authors like as Dragomir,
Taneja and many researchers etc. In this research paper, we shall consider some new functional
information inequalities in the form of generalized information divergence measures. We shall also
consider relations between Csiszar’s f-divergence, new f-divergence and other well-known divergence
measures using information inequalities. Numerical bounds of information divergence measure have also
studied.
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1. INTRODUCTION

Let

p; ZO’Z": p; :1}’n22

i=1

be the set of all complete finite discrete probability distributions. There are many information and
divergence measures are exist in the literature of Information Theory and Statistics. Csiszar [2] &
[3] introduced a generalized measure of information using f-divergence measure given by

ea-Sur(?)

where f :R, — R is a convex functionand P,Q el .

As in Csiszar [3], we have interpret undefined expressions by Csiszar’s f-divergence is a general
class of divergence measures that includes several divergences used in measuring the distance or
affinity between two probability distributions. This class is introduced by using a convex function
f, defined on (0, ).

Here we give some examples of divergence measures which are the category of Csiszar’s f-
divergence measure like as Bhattacharya divergence [1], Triangular discrimination [4], Relative
J-divergence [5], Hellinger discrimination [6], Chi-square divergence [9], Relative Jensen-
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Shannon divergence [13], Relative arithmetic-geometric divergence measure [10], Unified
relative Jensen-Shannon and arithmetic-geometric divergence measure[10].

Now, we give some examples of well-knowngeneralized information divergence measures of
type’s which are obtained from Csiszar’s f-divergence measure.

e Relative information of type s [11]

The following measures and particular cases are introduced by Taneja [11]

*K,(P,Q) =[s(s-D)] {prql_ }57&011

,(P.Q)=1 D@.P) =Yg Iog(%j, 5=0 (12
D(P,Q):Zn:pi Iog(%j, s=1

and
(S—l)‘lz(pi—qi)[%] . s=l

7, (P.Q) = o ! (13)
J(P,Q)=Z<pi—qi>log[%], s=1

e Relative J-divergence of type s [12]
D,(P,Q) =[s-1] Z(p, q)[p'zij 51

5 (P.Q)= n ! (L.4)
J(P,Q)zZpilog(%j, s=1

2. NEW F-DIVERGENCE MEASURE

In this section we shall consider some properties of a new f-divergence measure [Jain and
Saraswat [7] &[8] and its particular cases which are may be interesting in areas of information
theory is given by

Sf(P,Q):iqif(piqu.qu (2.1)

Where f:R, — R, isa convex functionand P,Q €I, .

It is shown that using new f-divergence measure we derive some well-known divergence
measures such as Chi-square divergence, Relative J-divergence, Jenson-Shannon’s divergence,
Triangular discrimination, Hellinger discrimination, Bhattacharya divergence, Unified relative
Jensen-Shannon and arithmetic-geometric divergence of type’setc. in this section.
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The following propositions are presented by Jain &Saraswat in [7] & [8].

Proposition 2.1 Let f :[0,00) — R be convex and P,Q eI", withP, =Q, =1 then we have
the following inequality

S;(P,Q)>f(1) (2.2)
Equality holds in (2.2) iff
p,=q Vi=12,.,n (2.3)

Corollary 2.1.1 (Non-negativity of new f-divergence measure) Let f :[0,o0) — R be convex
and normalized, i.e.

f(=0 (2.4)
Then for any P,Q T, from (2.2) of proposition 2.1 and (2.4), we have the inequality

S;(P,Q)=0 (2.5)
If f is strictly convex, equality holds in (2.5) iff

p=0 Vie[i,2 nj (2.6)

In particular, if P & Q are probability vectors, then Corollary 2.1.1 shows that for a strictly
convex and normalized f :[0,0) - R

S, (P,Q)>0andS, (P,Q)=0iffP =Q @2.7)

Proposition 2.2 Let f &f, are two convex functions and g=af +bf,then
S,(P,Q)=as, (P,Q)+bS, (P,Q),whereP,QeT,.

We now give some examples of well-known information divergence measures which are obtained
from new f-divergence measure.

e Chi-square divergence measure: - If f(t) :(t —1)2 then Chi-square divergence measure is
given by

2
i

5,(P.Q) =%{§%—1}=%ﬂp,©) 28)

e Relative Jensen-Shannon divergence measure:-If f(t)=—logt then relative Jensen-Shannon
divergence measure is given by
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5,(P.Q) =20, .og(%jz F(Q.P) (2.9

e Relative arithmetic-geometric divergence measure:-If f (t) =tlogt thenrelative arithmetic-
geometric divergence measure is given by

n .+ Q. -+ Q.
Sf(P,Q)zzﬁujlog P -6@.P) (2.10)
T\ 2 20
. o (t—1)? _ o
e Triangular discrimination: - If f(t) = . Vvt >0 then Triangular discrimination is given
by

_ C (pi_qi)2 _i
S;(P,Q) —;—2( . SAP.Q) 2.11)

e Relative J-divergence measure: - If f(t)=(t-1)logt then Relative J-divergence
measure is given by

5, (P.Q) =i[%jlog(“2%f]=%%<m> .12

e Hellinger discrimination: - If f(t) = (1—\/t_) then Hellinger discrimination is given by

Sf(P,Q)={1—B(P;Q,Qﬂzh(P;Q,Qj (2.13)

3. INFORMATION INEQUALITIES

The following Theorems 3.1 presented in Taneja&Pranesh Kumar [11] and Theorem 3.2
presented in Jain&Saraswat [7] respectively.

Theorem 3.1Let f :R, — Rbe the differentiable convex function and normalized i.e.
f(@) =0. Then forall P,Q €I, we have the following inequality

0<1,(P,Q <W, (P.Q) (3.1)
where W, (P.Q) =Z(pi _qi)fl(%j
i=1 i
In addition, if we have 0 < r < Popo 0, Vi €{L,2, v ,n} for some r and R with

q
0<r <1< R <,then the followings holds
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1 (P.Q) =W, (P.Q) < R-D[F (R~ £ (1) (32)
1, (p,Q) < R=VT (rF):_(rl_r) f(R) S%(R—r)[f R) - (1] (33)

0 0
Theorem 3.2:-Let f :1 R, — R, be a differentiable convex mapping on | . If X € | and

P,Q eI, . Then we have the following inequality,

18 [ B+
0<5,(P.Q)- f®<3 X (P -0)f [pz—qJ (3.4)
i1 G
where Sf(P,Q):Zqif(mJ
= 29,
and f' is derivative of f. If fis strictly convex, and p,,q, >0,(i=12,........ n) then the
equality holds in 3.4y iff 22 =Pz — P
ql q2 qn

Corollary 3.1If function f is normalized i.e. f (1) =0 then we have the following inequality

ocs, e[ Asa ) (223)

20;
0<S,(P,Q)<E, (P,Q) (3.5)

where Esf.(P,Q)Zi[ pi;qijf'( p‘+q‘j

20;

4. NEW FUNCTIONAL INFORMATION INEQUALITIES

In this section we shall consider some new functionalinformation inequalities among various f-
divergences. Using these functional information inequalities, we shall establish relations between
well-known generalized information divergence measures and its particular cases.

Theorem 4.1Let f :1 c R, — R, be the differentiable convex function and normalized i.e.
f(2)=0.Thenforall P,Q eI, we have the following inequality

5,(P.QI<E, (P.Q<1,(P.Q) =W, (P.Q) <5 R-N[f R)- 1 (1] @)

5, (P.Q<E, (P.Q)<1, (P.Q < BRI HDIE @2)
" —r

s,(P.Q)<E,, (PQ<1,(P.Q < EIEENIR L nirr)- 1] @)

35



International Journal on Information Theory (1J1T),Vol.4, No.2, April 2015

0 0
Proof: - As f is differential convex on | , then for all X,y € |, we have the inequality

-y Py < FOO—F(y) Ve yel

Now we take y = XTH

(x_X_”j ¢ (X_ng F(x)— f [X_Hj

2 2 2

x=1),.[x+1 X+1

(2o (28] rc0-1(21) »

PutX:&

q
[pi—qijf.(pﬁqijg f[ﬂj_f(pﬁqij
29, 2q, G; 20;
Multiplying by @; and taking summation both side then we get

Z[ P ;qijf ( pizziqi Jggqi f [qﬂj_zq f [%j

Es,.(P.Q)<I;(P.Q)-S,(P.Q)
Es, (P.Q)+5:(P.Q)<I;(P.Q) (4.5)

Hence we get

E, (P.Q)<1:(P,Q) (4.6)
From (3.5)& (4.5), we get

S;(P,Q)< Es,. (P,Q)<I,(P,Q) 4.7
Form (3.1) & (4.7), we get

S, (P.Q)<E,, (P,Q)<I,(P,Q) <W, (P,Q) (4.8)

From (3.2) & (4.7) give the result (4.1)and (3.3) & (4.8) give the results (4.2) & (4.3)
respectively.

5. APPLICATIONS IN INFORMATION THEORY
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In this section we shall establish relationship between various known generalized information
measures of type’s in the form of inequality using the results (4.3), (4.4) and (4.5) of Theorem
(4.1).In the following Theorem we shall consider the applications of functional information
inequalities for relations between Unified relative Jensen-Shannon and arithmetic-geometric
divergence of type’s, Relative J-divergence of type’s, Relative information of type’s etc.

Theorem: 5.1- Let P,Q €I, , then we have the following relations

Q@ P)s%gs(P,Q)sq(P,Q)Sm(P,Q)su;W (5.1)
Q@ P)ségs(P,Q)scDS(P,Q)sn“'R’ (5.2)
0,(Q.P)< %gs(P,Q) <@, (P,Q)<T,™ <U ™ (5.3)
where

(r,R) _1 (R_r) s-1 _ ps-1 (rR) _ _ -1 (R_l) (rs _l)+(1_ r)(RS _1)
g ey T Al R-r

Proof: - Considering the mapping f : (0,0) - R
f.(0)=[s(s—D] (-2 ifs=#01 (5.4)

fi)=[s-"t", f' )=t
f"(t)>0, vt>0and f (1) =0, So function f isconvex and normalized.

Then

S¢(P,Q)=Q(Q,P) (5.5)
£, (P.Q)=26,(P.Q) 56)
I, (P,Q)=®,(P,Q) (5.7)
W, (P,Q)=n,(P,Q) (5.8)
f.(R)=[s(s—D)] (R*° -1 ifs=0,1 (5.9)
f.(N=[s(s-D] (r'-1) ifs=01 (5.10)

From equation (5.4), (5.9) & (5.10), we get

R-DF(N+A-NfR) _
R—r -

A (R-D) (r'-)+@-r)(R°-1

Ts(r’R) —
R-r

[s(s-1)]

(5.11)
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(rR) _ _ ' _f _E(R_r) s-1 sl
U =R-nITR) -1 0]= 47 [R*-rt] (5.12)

Using equation (4.1), (4.2), (4.3) (4.4), (5.4),(5.5),(5.6),(5.7),(5.8),(5.9),(5.10) (5.11) & (5.12)
give the relation (5.1), (5.2) & (5.3).

In the following corollaries, we shall discuses some cases for particular values of s = —1,0,
23, 1 in corollary (5.1), (5.2), (5.3) and (5.4) respectively.

Corollary 5.1:-1fs=-1

1 \ piz(pi_qi) E 2 </ p. 1(R r)’ (R-I—I’)
1 pr(p-a) _1 , EF(R—l)(l—f)+(1—f)(1— R)
4A<P,Q)<;( e 21 (P.Q)=7 RE-1 (5.14)
1 p*(p. q) 1r(R-DA-r)+(1-r(1-R) l(R—r)Z(R+r)
4A(P Q)< .ZI:( +q,)° ©(P Q)< rR(R-r) s RP 519
Corollary 5.2I1fs=0
1 , 1R—r
F(P,Q)SEA(P,Q)S D(P,Q) <y (P,Q)szﬁ[rlogR—Rlog r] (5.16)
F(P,Q) < 1A(P,Q) <D(P,Q)<(R-1)logr—-(r-1logR (5.17)
F(P,Q) <= (P Q)< (P,Q)S(R—l)logr—(r—l)logRs%%[rlogR—Rlogr] (5.18)
Corollary 5.3 Ifs=1/2
_o(P+Q P+Q q. Jr-JR

4{1 B( 2 ,Qﬂ<2m( Q) =4(P.Q) <23 -p) [ <5 r- R){ Jﬁ}

(5.19)4[1_B(P+Q,Qﬂ = 1(_ Q) < 4n(P, Q)<4{(1—R)(\/_—1)+(1—r)(\/§—1)}
2 2 R—r
(5.20)
P+Q 1 P+Q
4[1_8( 2 ’Qﬂgz’@ 2

2
g 4{(1— RN -1+ (@ r)(«/ﬁ—l)} Lo R){‘/F‘*/ﬂ (5.21)
R—r 2 «;Rr
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Corollary 5.4 Fors =1

G(P,Q) S%JR(P,Q) <D(P,Q)<J(P,Q)< %(R —r)log [?j (5.22)
G(P,Q) S%JR(P,Q) <D(P,Q)<(R-1[rlogr-RlogR] (5.23)
G(P,Q) g%JR(P,Q) <D(P,Q)<(R-D[rlogr—Rlog R]s%(R—r)log (?j (5.24)

6. NUMERICAL ILLUSTRATIONS

In this section we shall consider some numerical bounds of f-divergence measure using functional
information inequalities and binomial distribution.

Example 6.1

Let P be the binomial probability distribution for the random valuable X with parameter (n=8
p=0.5) and Q its approximated normal probability distribution.

Table 6.1 Binomial Probability Distribution

(n=8 p=0.5)

X 0 1 2 3 4 5 6 7 8
p (X) .004 .031 109 219 274 219 109 031 .004
q(x) .005 .030 104 220 282 220 104 .030 .005

P(x)
q(x)

T74 | 1.042 1.0503 997 .968 997 | 1.0503 | 1.042 74

Itisnotedthat r = 0.774179933 ~.77, R = 1.050330018 =~ 1.05
R-DIO+A-DIR) (o g2 (%D [(77) -1]+(33) (L.05) 1]
R—r (.28)
o _® [(77)°-1]+33[ (1.05)° -1]
: 28[s(s-1)]
ng:77'1'05) — 1533 T (.77,1.05) — 001047, T (2.77,1.05) — -20
1(1.05-.77) 77)
(77.1.05) _ s-1 s-1
U, 7 (oo =2 (L.05) T (77)" ]
U (77105) 026819 U (.77,1.05) __ 011, U (77105) 023 U (.77,1.05) __ 009

T(r R) —
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