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ABSTRACT 
 
Generally a range of equation solvers for estimating the solution of an equation contain the derivative of 

first or higher order. Such solvers are difficult to apply in the instances of complicated functional 

relationship. The equation solver proposed in this paper meant to solve many of the involved complicated 

problems and establishing a process tending towards a higher ordered by alloying the already proved 

conventional methods like Newton-Raphson method (N-R), Regula Falsi method (R-F) & Bisection method 

(BIS). The present method is good to solve those nonlinear and transcendental equations that cannot be 

solved by the basic algebra. Comparative analysis are also made with the other racing formulas of this 

group and the result shows that present method is faster than all such methods of the class. 
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1. INTRODUCTION 

 
Many of the functional problem of type f (x) = 0 appears in the theory of basic sciences for a 

perceptible solution. Generally, such equations appear in a convoluted mode possessing the 

partial and non-partial involvement of non algebraic and transcendental terms. Hence, they found 

difficulty in solving by the usual procedure of mathematics. In such cases, the Numerical methods 

are the only provision to deal such equations. The conventional methods like Bisection method, 

Regula falsi method and Newton-Raphson method are among the most general methods used for 

this purpose [1-6]. The various methods are discussed below. 

 

1.1 Bisection method 

 
This method is based on finding the root between two points of opposite ordinates. Here, we at 

first selects two points say, ix  and 1ix   such that their ordinate function gives a negative product 

value at these points i.e. 1( ) ( ) 0i if x f x   . At each of the successive step, the new root can be 
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calculated by a well defined mid-point say,  
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th
 root between ix  and 

 , 1m i i
x


whereas the second case 

predicts the confinement of root between 1ix   andc. For further modification, we take 

1( ) ( ) 0i if x f x   to proceed further. 

 

1.2 Regula-Falsi method 

 
Regula-Falsi method is the improvement of Bisection method. The process algorithm interpreting 

the working rule is exactly the retrace of the path followed in Bisection method.  However, the 

formula in present instances differences and follows the involvement of two ordinates which in  

particular for 
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 can be represented as, 
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1.3 Newton-Raphson method 

 
Last two methods require the consideration of two points per calculating step. But, Newton 

Raphson method requires the single input point. Hence, the formula in present case is as follows,   
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This method requires the computation of single ordered derivative. 

  

1.4 Hybrid iteration [7,8] 

 
This method was originally proposed by He [7]. According to it, 
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Later on, the evaluation of the complicacy in the result has been justified by Luo [8].  

 

1.5 Ide Modified Newton method of [9] 

 
It is the modified form of NR method whose equation runs as follows 
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1.6 Maheshwari’s Numerical Approach [10] 

 
The method has been developed by assuming the function f (X) to be continuous and 

differentiable in each point of its domain. The equation runs as follows, 
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1.7 Maheshwari’s Fourth order method of [11 

] 
The defining it is as follows, 
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Inspite all the methods, many times it is quite difficult to obtain the derivative of a function due to 

its complicated nature. In those circumstances, it is quite difficult to use derivative based 

methods. The formulations illustrated through the present work is a target to handle such critical 

functional equations. Comparative analysis shows that the present method is faster than many 

methods of its class as shown in the example.  
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2. FORMULA DERIVATION 

 
The general Taylor’s series can be defined as, 
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Hence about the point 0mx
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If   0f x  is the given algebraic equation containing transcendental terms, the truncation to two 

terms of this expression lead to,  
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Considering this quadratic nature of the expression, we can find the solution as, 
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This can be alternatively written as, 
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However, we can use the conventional methods to remove the derivatives through a simple 

divided difference function “D” to obtain the following expression,  
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3. PROCESS ALGORITHM 
 

The process algorithm in the present case runs through the following steps. 

 

i) Choose any two points say X0 and X1 such that f (Xm0) and f (Xm1) are opposite in sign. The 

ordinate with lesser f (X) is assigned Xm0. 

ii) Find the results by Bisection method, Regula Falsi method and the present formula for 

the two points Xn0 and Xn1. However, the square root may be neglected in those 

circumstances where an imaginary condition falls. 

iii) Further iteration steps were processed by assigning X (m+1)0 as the result of Newton- 

Raphson formula & X (m+1)1 as the Result of present formula for the corresponding m
th
 

step. 

iv) The process is repeated to get the result from next iteration step which in turn will give 

more exact result.   

v) The repetition of the above process is terminated on obtaining a required level of 

accuracy.  

  

4. NUMERICAL RESULTS AND DISCUSSIONS 
 

Following illustrative problems shows the result obtained by present method to solve the said 

equations. At the same time, these results are compared with other conventional and recently 

proposed methods by other mathematicians to compare the efficiency and accuracy of it.  

 

Illustrative problem: Consider a equation [8, 9, 11] 

  

   sin 0f x x                                                                                                    (13)                                                                                               

 
Various results for Newton iteration, Hybrid iteration, Modified Newton method of Nasr-Al-Din 

Ide, Maheshwari’s method and present iteration method in present case of illustrative example are 

shown in Tables 4 –8. 

 

Table 1: Newton iteration [8] for solving   sin 0f x x 
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Table 2: Hybrid iteration [9] for solving   sin 0f x x 
 

 

 
 

Table 3: Nasr-Al-Din Ide [12] for solving   sin 0f x x   

 
Table 4: Maheshwari’s Method [10] for solving   sin 0f x x   

 
Table 5: Maheshwari’s Fourth order method [11] for solving   sin 0f x x 
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Table 6: Present Method for solving   sin 0f x x   

 
 

Other Illustrative problems: Other example includes, 

 

Table 7: Comparison of the result for the functions    1 4f x to f x
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