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ABSTRACT

This paper presents some generalities about the VNSCalendar system, a tool able to understand users’
voice commands, would help users with managing and querying their personal calendar by Viethamese
speech. The main feature of this system consists in the fact that it is equipped with a mechanism of
analyzing syntax and semantics of Viethamese commands and questions. The syntactic and semantic
processing of Viethamese sentences is solved by using DCG (Definite Clause Grammar) and the methods of
formal semantics. This is the first system in this field of voice application, which is equipped an effective
semantic processing mechanism of Viethamese language. Having been built and tested in PC environment,
our system proves its accuracy attaining more than 91%.
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1. INTRODUCTION

In 2012, Vietnam saw many remarkable publications displayed by groups devoting to spoken
Vietnamese recognition researches from Ingtitute of Information Technology (Vietnamese
Academy of Science and Technology) and University of Science, VNU-HCM. It is worth
mentioning the works of Thang Vu and Mai Luong [13] aswell asQuan Vuet d. [1], [3], [5], [9].
The authors crucialy concentrated on improving the efficiency of their voice recognition system,
such as the Quan Vu et al. ‘s one which obtained the precision rate of over than 93% and this
group successfully built many voice applications on this base. Nevertheless, al the applications
have not been accompanied with a efficient semantic processing mechanism yet, which is the
important mechanism in view of helping the system with understanding commands.

In this paper, we introduce the VNSCalendar system. It is atool, as a combination of the spoken
language recognition and the written language processing, would help users with managing and
guerying their personal calendar by Vietnamese speech commands. Our system can recognize
many forms of Viethamese speech commands and questions, convert them into text, resolve their
syntax and semantic analysis, then, generate database queries, and finally, return the results to
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user. The work of resolving syntactic parsing and semantic analysis of Viethamese commands
and question is based on using DCG [2], [7] and computational techniques of formal semantics
(61, [10], [11].

In this research, we focus on semantic processing of Viethamese commands and questions. We
only deal with a Vietnamese speech recognition task by using HTK (Hidden Markov Model
Tooalkit) [12] and build atraining data as well astesting data for it.

2. SYSTEM ARCHITECTURE

In accordance with Thien Khai Tran [14], our system is designed to carry out these functions as
bellow:

Add events: add eventsinto the calendar by Vietnamese speech.

Delete events: remove events out of the calendar by Vietnamese speech.
Edit events: edit events from the calendar by Viethamese speech.

Query events: query events from the calendar by Vietnamese speech.

grpLODE

VNSCaendar fulfills these above functions in observing the further scenario:

The interaction between users and system can be presented in brief as following steps:
Step O Listening stage
Step 1 User saysto the system by Vietnamese.

Step 2 The speech sentence is converted into the Vietnamese text sentence thanks to the Speech
Recognizer.

Step 3 The system analyzes the syntax structure and gets the key information of the text sentence.
(3.2) If the input sentence is a command:
If it is an add command:

- The system adds the associated event to the schedule calendar and confirms the
result to user.
- Return Step O.
If it is adelete command:

- The system deletes the associated event from the schedul e calendar and confirms
the result to user.
- Return Step O.
If itisan edit command:

- The system deletes the event needing to edit and adds the associated event to the
schedule calendar and then confirms the result to user.
- Return Step O.
(3.2) If theinput sentence is a query
- The system executes the query, searches information in the database and shows the
result to user.

- Return Step 0.
(3.3) In case the syntax isincorrect, the system will inform user of it and user can take another
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command/query.

To realize the functions in observing the above scenario, the system must be composed of
following components:

1. Automatic speech recognizer (ASR): identify words that user speaks, then convert them
into written text.

2. Vietnamese language processor: resolve the syntax and semantic representations of all
the command sentences or query sentences of user.

3. Central processor:
o] Transform the semantic representations of the command / query sentences into the

SQL commands and execute it.

o] Filter, organize, and return the results to user.

4. Database: store schedule information

.))) —Speech 1) Automatic Speech Recogmizer Vietnamese Language Processing

Fesult {7) Text 2] Text command (3} Semantic tree (4)

| l

CENTRAL PROCESSOR

Guery result (6] 501 command [5)

Database

Figure 1. Architecture of VNSCalendar ( Sourcein [Thien Khai Tran 2013] )

3. AUTOMATIC SPEECH RECOGNIZER

In VNSCaendar system, we have used HTK [12] to build the Automatic Speech Recognition
component. According to the approach of Quan Vu et a. [9], we have applied the context-
dependent model based on triphone [12] to recognize keywords and grammar terms.
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3.1 Training Data

The speech corpus has 1,045 sentences. Total audio training covers 77 minutes. All speech was
sampled at 16000Hz, 16bit by PCM format in a relatively quiet environment with a single

speaker.

The lexical comprises of 96 keywords and 19 grammar terms as shown in Table 1 and Table 2.
There are some compound words that we cannot trandate their extracted single word meaning.

Table 1. List of keywords (Source: Thien Khai Tran [14])

an ba bai ban bay béo bdn budi
(eat) (three) (lesson) | (friend) (seven) (newspaper) (four) (session)

R . chiéu chin chong X con R
ca ceo (evening) | (nine) | (husband) chd (child) cong
com cung cudi day dau 4@ di dien

(rice) (with) (end) (teach) (early) (go) '
doc dong don du dv g_élp givy hang
(read) (get) (attend) (visit) (hour) (goods)
hai hoc hop . ~ ; lam lich
(two) (sudy) | (mesting) | M hom khach (do) | (calendar)

mot
16p mai me mot (the day muai muoi nay
(class) (tomorrow) | (mother) (one) after (ten) (this)
tomorrow)
nam nay ngay nghe . nguoi nhén A
(year) (this) day) | Gisen) | "9 | (person) | (receive) | M4
nhau nha nhac & he phim phut quan
(drinking) (home) (music) (in) P (film) (minute) (district)
séch sang sau sau £p tap i tai
(book) (morning) (six) (next) (boss) (do) (at)

. tam thau thay than 2 thang
tac (eight) (bid) | (teacher) | (relative) thao thao (month)
the thi thir tiéc toi toi truwa treong

(exam) (party) (night) (next) (afternoon) | (school)
tuan tw ¢ uéng van Vo voi xem
(week) (fourth) y (drink) (wife) (with) (watch)
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Table 2. List of grammar terms (Source: Thien Khai Tran [14])

(W"’I‘,'lo) c6 g hay Khi

khdng lGc A N -
(yesornot) | (at/in/ on) dau nao nh

Sra tao thanh thay the

(edit) (create) (become) (edit)

thém vao vo x6a

(add) (to) (into) (delete)

3.2. Stepsto build the Automatic Speech Recognizer

I'f/- Wave \—N/f Features. )—b
AN N

{( Labels, Dictionary \—b TRAINING
\ S/

If/ Prototype HMM j_p

h 4

- ~
] HiMset
R | —
' Labels ). RECOGNITION [€———{  Grammar, Dictionary

-~ e ——

e \
o Features ( Wave )
€ ——

Figure 2. Stepsto build the Automatic Speech Recognizer. (Source: Thien Khai Tran [14])

4. \VVIETNAMESE L ANGUAGE PROCESSING

The Vietnamese language processing component analyzes syntax and semantics of Vietnamese
commands and questions. Semantic processing aims at computing the semantic structures of the
commands or questions. These semantic structures are presented by FOL (First-Order Logic) [2],
[7]. In this research, we use techniques of computational semantics[6], [10], [11].

4.1. Commands

The semantic structures of Add, Del, Edit commands are listed in Table 3, Table 4, Table 5.
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Table 3. Semantic structures of Add-command (Source: Thien Khai Tran [14])

add(time,work(action,obyj))

add(time,work(action,obyj),place)

add(time,work(action,obj),person)

A W|IDN| P

add(time,work(action,obj),person,place)

Example 1: Thém su kién dv thau tai cong ty lic chin gio thi ba tuan sau. (Add event of bidding
at the company at 9 am next Tuesday)

The syntactic and semantic rulesin DCG are defined as below:

command(P) --> add_34(P), pp_time(PP), {arg(3, P, PP)}.
add_34(P) -->w_add 3(P), w_calendar, vp(VP), np_place(Place), {arg(1, P, VP)},
{arg(2, P, Place)}.

w_add_3(add(X, Y, Z)) --> [thém].

w_caendar --> [sy, kién].

vp(work(Action, Obj)) --> verb(Action), noun_comp(Obj).
verb(action(du)) --> [du].

noun_comp(obj(thau)) --> [thaul].

pp_time(time(Gio, Thu, Tuan)) --> pp_hour(Gio), pp_wday(Thu), pp_week(Tuan).
pp_hour(Gio) --> w_at, whathour(Gio), w_hour.

w_at --> [llc].

whathour(hhour(chin)) --> [chin].

w_hour --> [gio].

pp_wday(Thu) -->w_on, w_wday, whatwday(Thu).

w_on -->].

w_wday --> [thi].

whatwday(wday(ba)) --> [ba].

pp_week(Tuan) -->w_on, w_week, whatweek(Tuan).
w_week --> [tuan].

whatweek(week(sau)) --> [sau].

np_place(Place) --> w_at, whatplace(Place).

w_at --> [tai].

whatplace(place(cong, ty)) --> [cbng, ty].

These syntactic and semantic rules determine the semantic structure of this command as below:
add(time(hour(chin), wday(ba), week(sau)), work(action(du), obj(thau)), place(cong ty)).

This semantic structure is the structure 2 in Table 3.
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Table 4. Semantic structures of Del-command (Source: Thien Khai Tran [14])

del (time,work(action,ohj))

del (time,work(action,obj),place)

del (time,work(action,obj),person)

0 N O | O

del (time,work(action,obj),person,place)

Example 2: Loai bé khoi lich mudi ba gio ngay hai tdm thang muoi hai bdo cdo dé tai.
(Delete event of reporting topic at 13 o’clock on December 28t)

The syntactic & semantic rulesin DCG are defined as below:

command(P) --> del_21(P), vp(VP), {arg(2, P, VP)}.
del_21(P) --> w_del(P), calendar_d, pp(PP), {arg(1, P, PP)}.
vp(work(Action, Obj)) --> v_wark(Action), n_work(Obj).
v_work(action(bao, céo)) --> [béo, cao].

n_work(obj(dé, tai)) --> [d8, ta].

w_del(del(X, Y)) -->[loai, bd].

calendar_d --> [khoi, lich].

pp(time(Gio, Ngay, Thang)) --> hour(Gio), day(Ngay), month(Thang).
hour(Gio) --> w_at, what_hour(Gio), w_hour.
what_hour(hour(muoi, ba)) --> [muai, ba].

day(Ngay) -->w_at, w_day, what_day(Ngay).
what_day(mday(hai, tam)) --> [hai, tam].

month(Thang) --> w_at, w_month, what_month(Thang).
what_month(mmonth(muai, hai)) --> [muoi, hai].
w_at-->].

w_hour --> [gi0].

w_day --> [ngay].

w_month --> [thang].

These syntactic and semantic rules determine the semantic structure of this command as below:

del(time(hour(muoi, ba), mday(hai, tam), mmonth(muwai, hai)), work(action(béo, céo),
obj (a8, tai)))

This semantic structure is the structure 5 in Table 4.
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Table 5. Semantic structures of Edit-command (Source: Thien Khai Tran [14])

9

edit(del ( time, work(action, obj)), add(time, work(action, obj)))

10

edit(del (time, work(action, obj)), add(time, work(action, ohj), person))

11

edit(del (time, work(action, obj)), add(time, work(action, obj), place))

12

edit(del (time,work(action, obj)), add(time, work(action, obj), person, place))

13

edit(del (time,work(action, obj), person), add(time, work(action, obj))

14

edit(del (time,work(action, obj), person), add(time, work(action, obj), person)

15

edit(del (time,work(action, obj), person), add(time, work(action, obj), place)

16

edit(del (time,work(action, obyj), person), add(time, work(action, obj), person, place)

17

edit(del (time,work(action, obj), place), add(time, work(action, obj))

18

edit(del (time,work(action, obj), place), add(time, work(action, obj), person)

19

edit(del (time,work(action, obyj), place), add(time, work(action, obj), place)

20

edit(del (time,work(action, obj), place), add(time, work(action, obj), place)

21

edit(del (time,work(action, obj), person, place), add(time, work(action, obj))

22

edit(del (time,work(action, obj), person, place), add(time, work(action, obj), person)

23

edit(del (time, work(action, obj), person, place), add(time, work(action, obj), place)

24

edit(del (time, work(action, obj), person, place), add(time, work(action, obj), person, place)

Example 3: Chinh lai dv thau tai cong ty ngay muei tdm thang chin thanh di cong tac ngay muoi
tam thang chin. (Adjust bidding at the company on September 18" by business traveling on
September 18™)

The syntactic and semantic rules determine the semantic structure of this command as below:

del (time(hour(mu@i, ba), mday(hai, tam), mmonth(muoi, hai)), work(action(bao, cao),
obj(d8, tai)))

This semantic structure is the structure 17 in Table 5.

4.2. Questions

The semantic structures of questions forms are listed in Table 6, Table 7, Table 8, Table 9, Table
10, Table 11, Table 12.

Table 6. Semantic structures of Y es/No question (Source: Thien Khai Tran [14])
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yesno(time, action, obj)

yesno(time, action, obj, place)

yesno(time, action, obj, person)

AW |IDN| P

yesno(time, action, obj, person, place)

Example 4: Mai ¢6 di hoc khéng? (Going to school tomorrow or not?)

The syntactic and semantic rules determine the semantic structure of this question as below:
yesno(time(dday(mai)), action(di), obj(hoc)).

This semantic structureis structure 1 in Table 6.

Table 7. Semantic structures of WHAT question (Source: Thien Khai Tran [14])

5 | workQuery(query(action), query(obj), time)

Example 5: Cudi tuan sau cé lam gi khdng? (Any job for next weekend?)
The syntactic & semantic rulesin DCG are defined as below:

query(workQuery(Action, Obj, Time)) --> pp_time(Time), interrogativel, verb _ query
(Action), noun_ query (Obj), interrogative2.

pp_time(time(Tuan)) --> pp_week(Tuan).

pp_week(week(Prep, Tuan)) --> w_at, pp_prep(Prep), w_week, whatweek(Tuan).
pp_prep(prep(cudi)) --> [cudi].

w_week --> [tuan].

whatweek(week(sau)) --> [sau].

interrogativel --> [cq].

interrogative? --> [khong].

verb_query(query(action)) -->w_do.

noun_query(query(obj)) -->w_what.

w_do --> [lam].

w_what --> [gi].

These syntactic and semantic rules determine the semantic structure of this question as below:
workQuery(query(action), query(obj),time(prep(cudi),week(sau))).

This semantic structure is the structure 5in Table 7.
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Table 8. Semantic structures of Go_ WHERE question (Source: Thien Khai Tran [14])

gowhereQuery(query(obyj), verb_go, time)

gowhereQuery(query(obj), verb_go, person, time)

gowhereQuery(query(obj), verb_go, place, time)

©O© | 00| N| O

gowhereQuery(query(obj), verb_go, person, place, time)

Example 6: Thang muoi di dau nhi? (Whereto go in October ?)

The syntactic and semantic rules determine the semantic structure of this question as below:
gowhereQuery(query(obj), verb_go(di), time(mmonth(muoi))).

This semantic structure is the structure 6 in Table 8.

Table 9. Semantic structures of Visit. WHOM question (Source: Thien Khai Tran [14])

10 | visitwhomQuery(query(obyj), verb_visit, time)

11 | visitvhomQuery(query(obyj), verb_visit, person, time)

12 | visitwhomQuery(query(obj), verb_visit, place, time)

visitwhomQuery(query(obj), verb_visit, person, place,
time)

13

Example 7: Tuan sau cé gap ai khong nhi? (Whom to meet next week?)

The syntactic and semantic rules determine the semantic structure of this question as below:
visitwhomQuery(query(obj),verb_visit(gap),time(week(sau)))

This semantic structureis the structure 10 in Table 9.

Table 10. Semantic structures of With. WHOM question (Source: Thien Khai Tran [14])

14 | personQuery(query(person),action,obj,time)

15 | personQuery(query(person),action,obj,place,time)

Example 8: M6t bao céao dé tai voi ai?
The syntactic and semantic rules determine the semantic structure of this question as bel ow:

personQuery(query(person),action(b&o, cao),obj(dg, tai),time(dday(mat))).
10



International Journal on Natural Language Computing (IINLC) Vol. 2, No.2, April 2013
This semantic structure is the structure 14 in Table 10.

Table 11. Semantic structures of WHERE question (Source: Thien Khai Tran [14])

16 | placeQuery(query(place),action,obj,time)

17 | placeQuery(query(place),action,obj,person,time)

Example 9: Mt bao cao dé tai v6i ban & dau?

The syntactic and semantic rules determine the semantic structure of this question as below:
placeQuery(query(place),action(bao, c4o),obj(deé, tai), person(ban), time(dday(mét))).

This semantic structure is the structure 17 in Table 11.

Table 12. Semantic structures of WHEN question (Source: Thien Khai Tran [14])

18 | timeQuery(query(time),action,ohj)

19 | timeQuery(query(time),action,obj,person)

20 | timeQuery(query(time),action,obj,person,place)

Example 10: Bi du lich khi nao? (When to travel ?)

The syntactic and semantic rules determine the semantic structure of this question as bel ow:
timeQuery(query(time),action(di),obj(du lich)).

This semantic structure is the structure 18 in Table 12.

4.3. Pragmatic Semantics Processing

This research also carries out timing situations in relation to pragmatic semantics in sentences. All
of timing units will be formatted in a standard timing structure: “yyyy:mm:dd hh:mm”.

Table 13. Hypothesis for pragmatic semantics of timing

Keyword Context Pragmatic Semantics
?Sggtilﬂilng of week) Monday = Tuesday

l(%{::;i nning of) ?Sggtlzi?gg of month) day 1 = day 10 of month
?Sgg?r?r?ng of year) January > March

11
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cudi tuan
(end of week) Saturday - Sunday
» cubi thang
Cubi (end of month) day 20 - day 31 of month
(end of) —
cubi ndm
(end of year) month 10 - 12 of year
tuan sau
(next week) next Monday > next Sunday
Sau =Tai thang sau current month (recording
(next) (next month) time) + 1
nam sau current year (recording time)
(next year) +1
Sang 4am-> 10am
(morning)
Trua
(noon) 10am - 15pm
Chiéu
(evening) 15 pm >18 pm
TGi
(night) 18 pm > 24 am
Mai ngay mai
(tomorrow) (tomorrow) current day + 1
Mét Ngay mét
(the day after (the day after current day + 2
tomorrow) tomorrow)

Table 14. Examples of schedule time prediction (Source: Thien Khai Tran [14])

Recording time Timing phrase Prediction time
prep | session day week | month
4h - 10h 14/9/2012
sang mai (4am-10am Sep.
(morning) | (tomorrow) 14, 2012)
sau tlr 17/9 > 23/9
(next) (Sep. 17 > Sep.19)
Tha 5, cudi
Ngay 13-9-2012 (end toi tlr 20/10 > 31/10
(Sep.13, 2012) of) (next) | (Oct. 20 - Oct. 31)
nay 10/9 ->16/9
(this) (Sep. 10 > Sep. 16)

12
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Table 15. Examples of timing part of commands and questions (Source: Thien Khai Tran [14])

Command sentence Schedule time Query sentence

Ngay 18-9 c6 di hoc khdng?
(Going to school on Sept. 18, or
not?)

15h ngay 15/9/2012 | Chiéu ngay 15 c6 lam gi khdng?
(15am Sep. 15, 2012) | (Any job for the evening of 157?)

8g sang thir 3 tuan sau di hoc
(8am next Tuesday, going to
school)

Gap khach hang 15930 ngay mot
(visiting partner at 15.30pmthe
day after tomorrow)

Ngay 28-10 di du lich v&i nha
(On Oct, 28 travelling with
family)

8h ngay 18/9/2012
(8am Sep. 18, 2012)

Cuoi thang sau c6 di dau khong?
(Going anywhere by the end of
next month?)

Ngay 28-10
(Oct. 28)

Example 11a: Thém sy kién dy thau tai cong ty lic chin gio thi ba tuan sau. (Add event of
bidding at the company at 9 am next Tuesday)

The semantic structure: add(time(*2012:09:25 09:00”), action(dv), obj(thau), place(cong ty)).
Example 11b: Cudi tuan sau cé lam gi khong? (Any job for next weekend? )

The semantic structure: workQuery(query(action), query(obj), time(“2012:09:29 00:00” —
“2012:09:30 00:00™))

The SQL command generated by above semantic structure will query all records in database with
“time” field satisfying: “2012:09:29 00:00” < time < “2012:09:30 00:00".

5. EXPERIMENTSAND EVALUATION

As mentioned in Thien Khai Tran [14], we have separately carried out tests the two components:
Automatic Speech Recognizer and Viethamese Language Processing. Afterwards, the synthetic
experimental step of whole system has achieved

5.1. Speech Recognizer

5.1.1. Evaluation Score

The speech recognition performance is typically evaluated in terms of Word Error Rate (WER),
which can then be computed as: WER= (S+ D + 1) / N x 100% [12], where N is the total number
of words in the testing data, S denotes the total number of subgtitution errors, D is the total
number of deletion errors and | isthe total number of insertion errors.

We make use of Word Accuracy (WA) [12] instead, which is computed asWA = (1 - (S+D +1)
/ N) x 100%, to report performance of the speech recognizer.

13
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5.1.2. Performance

We have valued the accuracy of the Vietnamese speech recognizer component with 60 sentences,
a single speaker in a relatively quiet environment. The results prove that WA can reach 98,09%
and average time processing is 1.4 seconds/ sentence.

There are two main reasons explaining that high score: 1- This is a single speaker-dependent
speech recognition, 2- We have used context-dependent model based on triphone for speech
recognizer component, and made a strict grammar rules for the recognizer.

5.2. Vietnamese L anguage Processing

We have done manua tests including 60 sentences for evaluating the performance of the
Vietnamese processing component. They are pattern sentences found in 48 semantic structures
which have built in view of the system. The latter is capable of handling all the pattern sentences.
5.3. System Experiments

The system has been built as a PC-based application by MS Visual C# 2010 and SWI-Prolog
version 6.2.1 for Windows NT/2000/XP/Vistal/7.

Table 16. Experimental Environments

Number of Commands 38
Number of Questions 22
Environment in-door
Sampling rate 16 kHz
Quantization 16 bits
Format PCM

The system correctly analyzes and executes 55/60 of the spoken commands in Vietnamese
language. The fault cases must be remained at the speech recognition step. So, our system
demonstrates its accuracy attaining more than 91%. About 2.8 seconds for a command is spent as
the average feedback time of the system.

We have aso evaluated the capacity of handling the semantic commands of the system by using
other approaches - keyword matching, phrase matching, such as longest matching algorithm used
by QuanVueta. [9].

The results showed the 39 tested sentences out of 60 incorrect (65%). That proves the

considerable improvement of the correctness of VNSpeechCalender system in handling the
semantic commands and questions.

14
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6. CONCLUSION

This paper has presented the architectural model of VNSCalendar system as well as our approach
to build it. The Vietnamese Laguaguage Processing component, which can analyze syntax and
semantics of some Vietnamese speech commands and questions forms, is centered on this system.
With this research, we have provided evidence of the importance of syntax and semantics
processing in voice applications, specially Viethamese speech applications. In next steps, our jobs
to be accomplished have essentia characters in executing an independent speech recognition and
widen vocabulary to realize the application as well as to develop simillar applications based on
this research background.
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