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ABSTRACT

A word may have multiple senses and the challenge is to find out which particular sense is appropriate in
a given context. Word sense disambiguation(WSD) resolves this ambiguity by finding out which particular
sense of a word is appropriate in a given context. WSD is of critical importance in the areas of machine
translation, information retrieval, speech processing etc. In this paper we present some approaches to
Word sense disambiguation in Nepali using Nepali WordNet. These approaches are overlap based
approach and conceptual distance and semantic graph based approach which falls under Knowledge based
approach. Conceptual distance and semantic graph distance are used as a measures to score our WSD
algorithm.
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1. INTRODUCTION

All natural languages have ambiguous words which need to be disambiguated so that the
appropriate sense of a word in a given context can be identified. WSD 1is used to identify the
appropriate sense of the target word in a given context. The surrounding words of the target word
in a sentence provide the context for the target word and this context provides consistent clue as
regards the appropriate sense of the target word. In knowledge based approach to WSD, a
machine readable lexical database in the form of Nepali Wordnet [23] has been used. The Nepali
WordNet has been developed at Assam University , Silchar as part of a Consortium Project
headed by IIT, Bombay with a generous grant from Department Of Information Technology,
Ministry of Communications and Information Technology, India. It is a machine readable lexical
database for the Nepali language along the lines of the famous English Wordnet[3] and the
Hindi Wordnet[4].

2. ROAD MAP

The roadmap of the paper is as follows: Section 3 is on literature survey.Section 4 provides a
description of Nepali WordNet. Section 5 and its subsections presents the framework and
methodology for knowledge based approach to Nepali Word sense disambiguation. Section 6
describes experimental results and Section 7 winds up the discussion by presenting the
conclusions .
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3. LITERATURE REVIEW

Major WSD approaches proposed till date can be broadly classified as Knowledge Based
Approaches and Machine Learning Based Approaches.

Knowledge-based WSD is based on lexical resources like dictionaries, thesauri, and corpora
where Machine-readable dictionaries (MRDs) are the primary source of acquisition of data. There
are various Knowledge based approaches such as WSD using Selectional Preferences [11],Lesk’s
algorithm [7],Walker’s algorithm[10], WSD using conceptual density[1] and WSD using Random
Walk Algorithm[12].

Lesk was the first to use dictionary definitions to disambiguate words. To automatically decide
which sense of a word is intended, the Lesk algorithm counts overlapping content words in the
sense definitions of the target word and in the definitions of context words occurring nearby.
Overlap based algorithms typically suffer from sparse overlap, as dictionary definitions are
generally small in length. Pedersen T. and Banerjee S.[19] provide an extension to Lesk
algorithm

Another knowledge based approach proposed by Agirre Eneko & German Rigau[l] uses the
conceptual distance between the senses of the context words and the sense of the target word as a
measure for disambiguation. They proposed a formula for conceptual distance which is inversely
proportional to the length of the path between two synsets in the wordnet graph and directly
proportional to the depth of the two synsets in the WordNet hierarchy.

Corpus based approaches use sense-tagged corpus as the basis for performing WSD. Weiss [20]
demonstrated that disambiguation rules can be learnt from a manually sense-tagged corpus using
a small study of five words, a training set of 20 sentences for each word, and 30 test sentences for
each word. Edward et.al.[21] worked on 1800 ambiguous words from a corpus of a half-million
words, with concordance as the basis for manual creation of disambiguation rules (‘“word tests”)
for each sense of the 1800 words. Black [22] developed a model based on decision trees using a
corpus of 22 million tokens, after manually sense-tagging approximately 2000 concordant lines
for five test words.

The study of machine learning based algorithms (supervised as well as unsupervised) suggested
that extracting “sense definitions” or “usage patterns” from corpora helps in improving the
accuracy of WSD. However, most supervised algorithms which perform very well are not general
purpose WSD systems, but word specific classifiers (for example, WSD using SVM [5],
Exemplar based WSD [13]) and Yarowsky’s decision list algorithm[15].Some of the finer senses
of a word, at times, cannot be distinguished by these algorithms. Finally, the requirement of a
large training corpus renders these algorithms unsuitable for resource poor languages of which
Indian languages are examples.

Hybrid approaches like WSD using Structural Semantic Interconnections [8] use combinations of
more than one knowledge sources (wordnet as well as a small amount of tagged corpora). This
allows them to access important information encoded in wordnet as well as draw syntactic
generalizations from minimally tagged corpora.

4.NEPALI WORDNET

Nepali WordNet is a system for bringing together different lexical and semantic relations between
the Nepali words. It organizes the lexical information in terms of word meanings and can be
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termed as a lexicon based on psycholinguistic principles. The design of the Nepali WordNet is
based on the principle of “expansion” from the Hindi WordNet and English WordNet. This
principle was first proposed within the Euro WordNet project[22]. Thereafter it has been used by
a number of WordNet development teams for the creation of new Wordnets. Examples include
the WordNets for Spanish, French, Hungarian language etc. In the Expansion Approach, synsets
of a preexisting WordNet are understood by the lexicographer and the corresponding target
language synsets expressing the same sense are created.

4.1 Features Of Nepali WordNet

In Nepali WordNet, the words are grouped together according to their similarity of meanings.
Two words that can be interchanged in a context are synonymous in that context. For each word
there is a synonym set, or synset, in the Nepali WordNet, representing one lexical concept. This is
done to remove ambiguity in cases where a single word has multiple meanings. Synsets are the
basic building blocks of WordNet. The Nepali WordNet deals with the content words, or open
class category of words. Thus, the Nepali WordNet contains the following category of words-
Noun, Verb, Adjective and Adverb. Each entry in the Nepali Synset consist of the following
elements:-

ID: The synset identifier.
POS: The part of speech of the word.
CONCEPT: It explains the concept represented by the synset.

For example, “T&cl P dT BIHA STl HAD ATA a1 YTAST He IRBS” (vastokuraa waa kaam

jasle kasaiko maan waa pratishTha kam garaaiicha) explains the concept of insult as some
saying or deed which diminishes somebody’s reputation.

EXAMPLE: It gives the usage of the words of the synsets in the sentence. In general, the words in
a synset are replaceable in the sentence. For example: “grafrel EFQT‘*I'I'&S?' e uA TIT-E%T-[
(haameele kasailaaee pani apmaan garnuhiidain) gives the usage for the words in the synset of
‘3UHAT’, ‘apmaan’ representing insult as something that should not be done to anybody.

5. APPROACHES TO NEPALI WORD SENSE DISAMBIGUATION

Broadly two approaches to Nepali WSD are discussed in this paper. These are the overlap based
approach and conceptual distance and semantic graph based approach which together falls under
knowledge based approach.

5.1 The Overlap Based Approach
The overlap based approach consists of the following :-
i) Preprocessing phase: The preprocessing phase consists of the following steps:

a) Tokenizing: Tokenizer parses the Nepali sentence into words based on the space between
words.

b) Context Selection: This module uses the words of the sentence itself as context, including
target words, but stop-words like conjunctions, articles, pronouns etc are discarded. Let this
collection be w.
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c¢) Finding senses of the target word: This module finds all the possible senses of target word
with the help of the Nepali WordNet and forms a collection of words from:

Synonyms in the synsets

Glosses of the synsets

Example sentences of the synsets

Hypernyms

Glosses of Hypernyms

Example Sentences of Hypernyms (upto 2 levels)

O O O O O O

Let this collection be called as ¢; where i=1,2,...,n.

ii)Determining the Winnner Sense:- The maximum number of overlapping words i.e.words in the
context of the target word common to ¢;(w in ¢;) is determined by the module. The collection c;
which has the maximum number of overlapping words is the winner sense.

[ustrative Example: The Nepali WSD module takes a sentence as input . The target word, context
words and the hypernyms of target words and context words are stored as xml files. The target

word is enclosed within<>.

For example let us consider this sentence:-

T PR A & GOR (100 <AOR>
The system removes the pronouns and short words(2 or less) from the sentence. Then it finds the
senses of the target word <HTI>

Sense 1:- §VR, Hdg, %‘*‘g,m
Gloss:-- Wil Uil & faemer Uiy FaA=nfe anfavare gedinl el HeTe

T S(a division of an ocean or a large body of salt water partially enclosed by land)

Example:- "H3G TAGHD! Wil & / THel I GAThl Ferddiel HHGHAT Al
faToT e AT

Sense 2:- $BN HUSK HVR HIHAEY el

Gloss2:- 0000 000000 OOO0OOO OO0 000 OOOODO O0O0O0 OOO0
000000 (an abundant source of information)

Example2:- §d halR AT & PR 10 [
The overlap or the word common between the senses of the target word and context word is

ST Therefore the winner sense is the sense 2 of €I which means abundance in English
Some screen shots of the execution of the above example are shown :-
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6 0 127.0.0.1/ work/xml/gyaan_saagar.php

[tag] => Swynset
[type] => complete
[level] => 4
[values] => 9

}

[2] =>» Array

{
[cag] => Gloss
[type] => complete
[level] => 4

[value] => g1 Toar =Ed

)
preparing dictionarvyl
Lrravy

{
[0] => TE&AT SeH
[1] = TR gERT 9~a FA=T
[2] => W=l e e Eear &
[3] => T FATHET 9ol SoHd HEEH dEcg dodod 9140 5591
[4] => T3] TEwal A== T

[5] => TEHa A

[6] => &@MET FHIA FATA = Ham g Haarel Haeia Haem JHasara
[7]1 => TEgHT =wdl 99T o==wrr =

[B] => SedIHANT  AcATHds 0T @ @awee Aes arer

)
preparing dictionary2
Lrrav

(

[0] => #8SH #UsSH #AFNF #FHGY & abundance
[1] => T@9T = 0T  FEK

@ Firefox automatically sends sorme data to Mozilla so that we can improve your experience,

Figl:A screenshot showing example of the overlap based approach
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M {} httpe//127.0.0.1/wo...l/gyaan_saagar.php _

6 127.0.0.1/work/xml/gyaan_saagar.php

[1] => T9reT &ar 9= Fr=

[2] => Wil =hiel =Hrelm Eedr =

[3]1 => T FATHFU Telild SeHd ATAITH decd dgdcd 9T F59TA
[2] => arg3l @ual JA=wT @as

[5]1 =» HEFHa =

[6]1 => @NET HATA T T TAT ST g€l Ha-Ta Ha T HasTE
[7]1 => a&gs! TEwdl 9o S=wr E@ s

[8] => FedIGANT HicHATOO" THT TaE Gd%=e o aer

¥
preparing dictionary?
Array

(

[0] => $= #9US #FEHE FHSL WA asbundance
[1] => T@9d Fm= 907 HE

[21 => 31?1}? T HEHGE OFa FOarE a8d
[3]1 => a%d Jg o 9

(2] => a&g o

[5]1 => arEdider hledd |l

[61 => HEgead Hisla ™ dola

[7]1 => \HAT #HAT

[B] => #HAIT

[2]1 => B Far AT
¥

matched

et camT Wrea A
T e T A AeT AT
Winner =sense is

3 $U3 AFR HHGL T abundance

@ Firefox automatically sends some data to Mozilla so that we can improve your experience.
Fig2:Another screenshot showing example of the overlap based approach
5.2 Conceptual Distance based approach
This knowledge based approach is motivated by "Word sense using conceptual density” [1]..Path

distance between two synsets is defined as the path length between two synsets in the WordNet
graph. An edge on this graph represents hypernymy-hyponymy relations.

i) Conceptual distance(S1,52) a Semantic Graph distance(S1,52): Conceptual distance
between two synsets is directly proportional to the path length between two synsets.
ii) Conceptual Closeness(S1,S2) o  1/Path_Distance  Of lowest common ancestor

of(S1,52): Intuitively conceptual closeness between two synsets is inversely proportional to the
height of the lowest common ancestor of two synsets because as the height increases which
means the common ancestor becomes more general, the conceptual relatedness between two
synsets becomes more vacuous(for example, two synsets related to each other through ENTITY
gives no idea about conceptual relatedness between the two synsets.)
iii) From the above discussion we can say that synsets(S1,S2) is closer than synsets(S1,S3)
if
{Conceptual Distance(S1,S2) < Conceptual Distance(S1,S3) &&
Conceptual Closeness(S1,S2) > Conceptual closeness(S1,53)}
e (1)
{Conceptual Distance(S1,S2) = = Conceptual Distance(S1,S3) &&
Conceptual Closeness(S1,52)>Conceptual Closeness(S1,S3)}
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If (1) holds

S2 is the winner sense
Else

S3 is the winner sense.

[lustrative Example:- The senses of the target word and context words are stored as xml files. The
hypernyms of the target word as well as the context words are represented in the form of a graph.
Also the hypernyms of the target and context words are stored in xml files. The edges in the graph
are actually the hypernymy-hyponymy relations. For example let us consider this sentence:

U0 00 0o oo oo ooodooo ooooo ooooo oooo
0o ooon gooon oooo oo ooooon s oodddall orivers  issue  from
mountains and then follow a specific path to an ocean or a large water body)

Here the target word is [1[1[1[J which has the following senses in WordNet:

Sensel:- 000000, D000, 0000do, 0o0dOo, ododo

Gloss: ooog ooooon ooog gooon oo goooooon
ooooooooon ooooooonD Dood DooUdnD oooodod HO(a division of an
ocean or a large body of salt water partially enclosed by land)

Example statement:- OO0OO0O0 OO00000000 O0O00 0O / 00000
oo oooodn bobobobb pooooood gbobob booooog
oooono bon

Sense 2:- U0 O000, 00000, 000000, 0000, 000000

Gloss:- D00 OO0OODOO ODOO0OOO0 OO 00O ODDOOOO O0oOoO oooo
OO0 (an abundant source of information)
Example statement:- OO OO0 D000 ODO000O000 000000 OO0

Let us disambiguate the polysemous word [ ][] with the monosemous word [1[][] as

there is only one sense of the word [1[][J in Nepali WordNet. The hypernymy-hyponymy
graph is as shown below:-
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00000000 3
259, 00

0oogg 923,
aon

oooogo _ooo
L 1897,

gooogon_g
ggoo

Ooooin 1627
,  4ogd,
gadg,

mrmrrrr

uggogdg, gdg

0000ogn 5515

U,

uggogdg, gdg

000000, 000 LTI 4430,
[] 2650, [ (10100 poog, odg
o 000000, 00
(ocean) 000000

Fig3:Hypernymy-hyponymy graph for the concept §19IX and [1[][]

Based on formula given in (1) we can say

a)

b)

conceptual distance between ([11[1_4430, [101[111_2650) is less than ([1[1[1_4430,
U 00_8231)

conceptual closeness between ([1[101_4430, [1[1[1[]_2650) is more than ([111[1_4430,
O000_8231)
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Hence the winner sense is ([ [1[]_2650.(ocean)

A few screenshots showing the implementation of the graph based approach is shown below

(- & 127.00.1/work/xml/saagar_kinaara_graph.php

SimpleXMLElement Ckject

(

[Relevant] =»> Array

(

[0] => SimpleXMLElement Cbject

(

)

[Baze] =» SimpleXMLElement Cbject

(
[Battributes] =» Array

{
[level] => 0
)

[Most_fregquent] => TH®

[Synset] => WA AFR @Y

[Gloss] => WX TR T 9¢ TU U S AR AN F T & v 4 ¥ A0 @
[Example] => FE% oAl & @4 &/ T8 & aW0 A 1 Tedal & 995 W &G W WA G

[1] => SimpleXMLElement Cbject

(

)

[Hypernym] => SimpleXMLElement Ckject

(
[@attributes] =»> Array

{
[level] => 1
)

[Most_frequent] => SadIdl

[Synset] =» weWIAr

[Glozs] => U®RMEd o

[Example] =y UF J00T J6% 7 [aR @3 39 3 S &1 FER @1 o

.@j Firefox automatically sends some data to Mozilla so that we can improve your experience,

Fig4: A screenshot showing example of conceptual distance approach
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é @ 127.0.0.1/work/xml/saagar_kinaara_graph.php

l
[@attributes] => Array
l
[lewvel] => 2
)

[Most_fregquent] => HHF

[Svnsec] => TAE & HATC

[Gloss] =>Wmu$ﬁaagﬁma@ﬁaiwaaﬂéa;wﬁﬁ
[Example] => WA & owsl & WA A HAET o@0 ar

)

[3] =>» SimpleX¥MLElement Cbject
: [Hypernym] =>» SimpleXMLElement Object
t [Battributes] => Array
: [lewel] => 3
)

[Most_frequent] = Eli‘?__l:
[Synset] => &g Gt

[Gloss] =» TGS IAT Fiead TT
[Example] => §aT UF 39 o4d &

)

[4] => SimpleXMLElement Cbject
{
[Hypernym] => SimpleXMLElement Object
l
[Battributes] => Array
(

Mewell = 4

@ Firefox automatically sends some data to Mozilla so that we can improve your experience.

Fig5:-Another screenshot showing implementation of conceptual distance and semantic graph approach

5.3 Semantic Graph Distance

Semantic Graph distance is the shortest path between two synsets in the wordnet graph where the
edges can be any semantic relation(in case of conceptual distance the edges can only be
hypernymy-hyponymy relations).One of the semantic relationships in Nepali Wordnet is
(MODIFIES_NOUN). For example this relation holds between two synsets [1[11_4003 and
00 00_744. From the hyponymy relations of [I[1[J[1[1_744 we arrive at the synset
OO0 0_6981. If we draw the semantic graph it would look like this:
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Modifies_Noun
OO0 400 Oooon 7

»

: -

Hyponym

<

OO0 4035,

oaooon

Hyponym
Modifies_ Noun
00000 3649,

0oooooo

Hyponym

v

IO 6981,
ooogn

Fig6:-Semantic Graph showing how relation can be inferred between 2 senses when no relationship exists
in WordNet.

We can now infer a relation between ([1[1[1_4003) (categorical,unimpeachable) and
(0O _6981, [ (proof) which is not present in the WordNet. Intuitively, semantic
distance between two synsets is directly proportional to the path length between two synsets.

6.EXPERIMENTS

The system has been tested with a corpus containing Nepali documents obtained from the Indian
Language Technology Proliferation and Deployment Center under Ministry of Information
Technology, GOI The documents spanned a broad array of topics like novels, short stories,
agriculture, health and nutrition etc. Some documents were prepared from online newspaper
versions of News of Nepal, Hello Khabar etc. Subjects in the newspapers were classified under
Politics, Sports, Health etc. The untagged documents were manually tagged by lexicographers.
The total number of words considered were 1663 with 912 nouns and 751 adjectives. The
efficiency of the approaches discussed is enumerated in the table below.
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TABLE I. COMPARATIVE EFFICIENCY OF NEPALI WSD USING KNOWLEDGE BASED

APPROACHES.
Noun Adjective Accuracy(Noun) | Accuracy (Adjective)
(Correct | (Correct
Sense) Sense)
Overlap
based 482 314 54%((approx) 42%((approx)
approach
Conceptual
distance+Se | 553 427 62% (approx) 58% (approx)
mantic Graph
distance
approach
7.CONCLUSION

From the experimental result it is seen that the performance of overlap based approach is less than
the combination of conceptual distance and semantic graph method. It is expected because
overlap based approach suffer from sparse overlap. Nevertheless, especially in the case of nouns,
the overlap based approach presented here gives better performance than the overlap based
approach with machine readable dictionaries because not only the gloss and examples of the
target and context synsets are taken but also the gloss and examples from their hypernyms have
been taken into consideration. The adjective accuracy is more with the second method as the
semantic graph distance score has been taken into account .In future a scoring function to rank the
senses based on Hopfield network would be attempted so that performance comparable to state-of
the-art could be achieved.
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