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#### Abstract

This work is focused on a project that integrates the curriculum such as thermodynamic, chemical reactor engineering, linear algebra, differential equations and computer programming. The purpose is that students implement the most knowledge and tools to analyse the stirred tank chemical reactor as a simple dynamic system. When the students finished this practice they should have learned about analysis of dynamic system through bifurcation analysis, hysteresis phenomena, find equilibrium points, stability type, and phase portrait. Once the steps were accomplished, we concluded that the purpose was satisfactorily reached with an increment in creative ability. The student showed a bigger interesting in this practice, since they worked in group. The most important fact is that the percentage of failure among students was 10\%. Finally, using alternative teaching-learning process improves the Mexican system education.
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## 1. Introduction

An important goal of the undergraduate curriculum in engineering is to develop the integration, design, and evaluation capabilities of the student. As shown in Figure 1, Bloom in 1956 characterized the six cognitive levels in the hierarchy: Knowledge $\rightarrow$ Comprehension $\rightarrow$ Application $\rightarrow$ Analysis $\rightarrow$ Synthesis $\rightarrow$ Evaluation. The cognitive skills at the highest level are synthesis and evaluation, which rely on comprehension, application, and analysis capabilities in the knowledge domain, and are consequently the most difficult and challenging to teach. However, to prepare undergraduates to be effective designers in industry, it is important to ensure an adequate coverage of these higher-level skills, rather than limiting their education to one based on just knowledge, comprehension, application, and analysis [16].

Before mentioned that, in engineering education there is a shift in emphasis from professional skills to process skills [8]. These skills include problem analysis and problem solving, project management and leadership, analytical skills and critical thinking, dissemination and communication, interdisciplinary competencies, intercultural communication, innovation and creativity, and social abilities [12].


Figure 1. Bloom's taxonomy of educational objectives [3] [16].
In this sense, we have ensuring that future engineers think differently and with a broader perspective, is perhaps the more pressing issue in undergraduate education. Moving to new paradigm of holistic engineering is not a natural transition; it is not an evolutionary process but a revolutionary one! It will take a concerted effort to recast the basic standards of engineering, expanding our expectations of students and demanding a more integrated approach to design and development. It will require engineers who understand and practice the art of systems engineering while thinking holistically and understanding the impacts and ramifications of their creations and innovations [7] [10].

Problem Based Learning (PBL) may be a good alternative to approach change of traditional thinking to holistically thinking of engineers. To understand PBL is necessary talk about its story. PBL dates back to early 1970s. It was developed as a new learning paradigm. PBL was first adopted by the Master Medical School of Canada. With the introduction of PBL in the institution, the curriculum shifted from a faculty-centered to a student-centered, interdisciplinary teaching model. The PBL approach is thought to be well suited especially to medical schools since the skill of life-long learning is critical in this field [12].

Lately, the PBL system has become as popular in several European countries as it is in the United States, because the integration of different disciplines into the curriculum is very important.

Today the PBL system is widely recognised as a strategy for effective learning. In PBL, the learning is triggered by striving to tackle a "problem" which may be presented in many forms such as a description of a design scenario, a curious outcome or an extreme event. Basically, students form teams, organise the work, research and negotiate a response to the problem [19].

Finally, to try of explain briefly the PBL system. In this, the role of the lecturer is to act as a facilitator of learning by defining the problem and then guiding the students along the learning curve. The main aim of PBL is to overcome some of the problems common to the traditional method of "lecture-tutorial" based learning. In the traditional learning method, the knowledge of the lecturer is presented to the students and the learning of the students is tested usually in the form of a final examination with or without laboratory/practical assessment [30].

To improve the teaching-learning process in Mexico, it is necessary that professors interconnect the knowledge obtained by the program curricula horizontally and vertically [24], in order to improve the cognitive process of students in the first semesters, in order to form most critical students [31]. It is due to frequently students ask themselves about the usefulness of some courses, as they do not manage to see any concrete application coming from them [24].

PBL was used in some Mexican Private Universities such as, Universidad del Valle de Mexico, Universidad Iberoamericana, and Tecnológico de Monterrey in Bachelors of Social Sciences, improving the teaching-learning process with good results such as, decreased of students failed. So needs the inclusion of PBL in engineering classes [17].

The authors think that, this strategy help can to undergraduate student of environmental engineering's of Universidad del Mar to obtain a holistic view to resolve them proposed problem.

A teaching program project intended for Environmental Engineering undergraduate students at the Universidad del Mar, which includes courses of multivariable calculus, computer programming, numerical analysis, and chemical reactors engineering is proposed herein.

It should be mentioned that the PBL strategy designed here follows the Bologna Declaration in 1999, which points out to the need of reorganization of the European higher education curricula according to a three cycle's structure, suggests a reduction of formal lecture hours and stresses out the importance of autonomous work [22].

As background of the PBL strategy in Del Mar University there are the works titled Problem Based Learning: Obtaining Enzyme Kinetics Parameters Integrating Linear Algebra, Computer Programming and Biochemistry Curriculum. In this work is focused on a project that integrates the curriculum of biochemistry, lineal algebra and computer programming. The purpose is for students to develop a software tool which calculates enzyme kinetic parameters based on proposed data. This program calculates such parameters using a linear regression of one of the linear forms of the Michaelis-Menten equations; moreover it characterizes the confidence of the lineal fit with the correlation coefficient. Once the different proposed steps were accomplished, we concluded that the purpose was satisfactorily reached with an increment in creative ability. The most important fact is that the percentage of failure among students was $57 \%, 50 \%, 28 \%$ and $18 \%$ from 2005 to 2008, respectively [23].

In the other hand a PBL strategy was implemented in chemical engineering curriculum in the syllabus of Material balances. The PBL designed is based in: 1. Roles for teamwork, 2. Knowledge previous, 3. Self-Assessment and Peer-Assessment base on a questionarie. The main results set improve student's skills, and diminished the failed students [21] [27].

The design of a PBL strategy is kept similar to the one adopted by Offman and Cadet in 2002 [18], which consists of 3 working sessions of 2 hours each, the first one with an introductory purpose. In these sessions, discussion is encouraged with a minimum involvement of the facilitator [25]. Each session takes place during three days. A written report that answers specific questions is expected in each session.

## 2. Problem Description

The PBL problem dealt with here is the analysis of a continuous stirred tank chemical reactor. The system is based on a first order chemical reaction: $A \xrightarrow{k 1} B$. The Eq. (1) describes the dynamic model and included parameters are presented in Table 1.

$$
\begin{align*}
& r(C, T)=k_{o} C e^{-E_{A} / R T} \\
& \frac{d C}{d t}=\theta\left(C_{i n}-C\right)-r(C, T) \tag{1}
\end{align*}
$$

$$
\frac{d T}{d t}=\theta\left(T_{i n}-T\right)+\Delta H_{r x n} r(C, T)+\gamma(u-T)
$$

Table 1. Kinetic parameters.

| Parameter | Value | Unites |
| :--- | :--- | :--- |
| $\theta$ | 1 | $\mathrm{~min}^{-1}$ |
| $\gamma$ | 1 | $\mathrm{~min}^{-1}$ |
| $\Delta H_{r x n}$ | 200 | $\mathrm{~m}^{3} \mathrm{Kmol}^{-1}$ |
| u | 350 | K |
| $k_{o}$ | $e^{25}$ | $e^{25}$ |
| $\mathrm{E}_{\mathrm{A}} / \mathrm{R}$ | 10000 | K |
| $\mathrm{C}_{\mathrm{in}}$ | 1 | mol m |
| $\mathrm{~T}_{\mathrm{in}}$ | 350 | K |

To PBL strategy design the authors using the method of questions and expected answers. This method has the concepts that needs to analysis of chemical reactors.

### 2.1. Part I (Session 1)

The facilitator, in this section, should motivate the students to investigate subjects related with analysis of stirred tank chemicals reactors (CSTR). In order to assist, he can propose the following questions: What is a chemical reactor? What is the CSTR dynamic general model? What is the analysis of chemical reactors? What is the purpose of the analysis of chemical reactors?

### 2.2. Part II (Session 2)

After understanding the analysis of chemical reactors concept, the facilitator must introduce the mathematical tool and outline the following questions: How to solve the dynamic system of chemical reactors? What is multiplicity of stationary states? What is bifurcation analysis? What is a phase portrait? What is hysteresis?

### 2.3. Part III (Session 3)

In this session the students are introduced to the multiplicity of stationary states, bifurcation analysis, hysteresis, and phase portrait, trough the integration of your knowledge acquired. In this section the authors present the answers expected about of analysis of continuous stirred tank reactor with a process control approach.

## 3. STUDENTS ASSESSMENT

It is very important to carry out an activity assessment, which consists of three stages: selfassessment, homogeneous-assessment and heterogeneous-assessment. In the self-assessment stage students are asked to reply questions contained in Table 2 in order to identify their skills and weaknesses in problems solutions. While that the homogeneous-assessment theirs colleagues give the grade after solve exercise, thus, theirs colleagues help in they the academic formation. Finally, the facilitator should value behaviour assessment (attitude and knowledge) of each student. At the end of this test, each student self-evaluates assigning a grade between 0 and 10 [6] [31].

Table 2. Students Self-Assessment Questionaire (Based on [21] [23]).

| Attitude |  |  |
| :--- | :---: | :---: |
| 1. If I do not understand how to solve a problem, I first try to <br> understand it? | Yes | NO |
| 2. I was honest with my self-learning (I did not copy; I did my work <br> without help). | Yes | NO |
| 3. I was fully responsible for my self-learning (I searched for <br> information, I always looked more in-depth, I took the initiative to <br> do additional research, and I didn't depend on others to do my <br> work). | Yes | NO |
| 4. I did all the indicated activities. | Yes | NO |
| 5. I actively participated in my team and contributed with some proper <br> ideas. | Yes | NO |
| 6. I was respectful to team resolutions (taken decisions, agreements, <br> etc.) | Yes | NO |
| Knowledge | Yes | NO |
| 7. I understand all the concepts. | Yes | NO |
| 8. Now I could solve the problem by myself. | Yes | NO |
| 9. From this example, I understand the importance of teamwork. |  |  |

## 4. Expected Answers

In this section there is answers expected to all questions asked in each part. In first term is defined the concepts about chemical reactors, process control theory, finally is present the analysis of the continuous stirred tank reactor in the problem given.

### 4.1. Part I (Session 1)

The chemical reactor is a vessel designed to contain chemical reactions. Reactions take place inside the reactor, in conditions which can be monitored and controlled for safety and efficiency [13]. Chemical reactors can be designed as either tanks (see Figure 2) or pipes, depending on the needs, and they can vary in size considerably. Small bench top chemical reactor designs are intended for use in labs, for example, while large tanks can be used to make chemicals on an industrial scale [9] [14]. Continuous chemical reactors operate continuously, as long as the materials needed for the reaction are supplied. These are used to create a steady supply of a needed chemical. Continuous reactors are commonly used in the manufacture of industrial chemicals, when the need for a chemical is high and very consistent [1].


Figure 2. Continuous stirred tank chemical reactors (based on [26] [9] [14]).

The dynamics of CSTR in which $m$ reactions take place involving $n(n>m)$ chemicals species can be described by equations (1) [25].

$$
\begin{align*}
& \dot{C}=\theta\left(C_{i n}-C\right)+E r(C, T)  \tag{1}\\
& \dot{T}=\theta\left(T_{\text {in }}-T\right)+H r(C, T)+\gamma(u-T)
\end{align*}
$$

where:

- $\quad C \in \mathbf{R}^{n}$ is the vector of concentrations of chemical species.
- $\quad C_{i n} \in \mathbf{R}^{n}$ is the vector non-negative and constant feed concentrations.
- $T \in \mathbf{R}$ is the vector temperature.
- $\quad T_{i n} \in \mathbf{R}$ is the vector feed temperature.
- $r(C, T) \in \mathbf{R}^{m}$ is the smooth, non-negative, bounded vector of reaction kinetics, with $r(C, T)=0 \forall t \leq 0$.
- $\quad E \in \mathbf{R}^{n} \times \mathbf{R}^{m}$ is the stoichiometric matrix.
- $H(C, T) \in \mathbf{R}^{m}$ is the smooth, bounded row vector of reaction enthalpies, with $H(C, T)=0 \quad \forall t \leq 0$.
- $\quad \theta$ is the reactor dilution rate (i.e. flow rate/volume).
- $\quad \gamma$ is the heat transfer parameter.
- $u$ is the jacket or wall temperature, which is taken as the as the control input.

Non-linearity in models of equations (1) is introduced by the reaction kinetics $r(C, T)$. Commonly, $\mathrm{r}(\mathrm{C}, \mathrm{T})$ has a polynomial or rational dependency on C and has an Arrhenius dependency on T. Due to this kinetics; CSTRs can display a great variety of dynamic behaviors from multiplicity of steady states to sustained oscillations, including odd attractors.

For detail design of stirred tank chemical reactors is very important the analysis of chemical reactor. From view point of the theory of process control, analysis of chemical reactors includes steady states multiplicity, bifurcation analysis, phase portrait, and hysteresis phenomena. This analysis improves the efficiency of process and safety itself.

### 4.2. Part II (Session 2)

In this section are answer the questions implementing the mathematic tools and physical concepts, such as the methods to solve differential ordinary equation, steady state multiplicity, bifurcation, phase portrait, and hysteresis.

## Solve the dynamic system

The fourth-order Runge-Kutta method is the most accurate than Euler and Taylor methods. This method utilizes several predictor and corrector steps. The predictor values are illustrated in the Figure 3, as well the fourth-order Runge-Kutta method is given mathematically by equations (2). The Runge-Kutta method has an error bounded by $\mathrm{O}\left(\Delta t^{4}\right)$, which is significantly better than the other methods.

$$
\begin{align*}
& y_{i+1}=y_{i}+\frac{h}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right) \\
& k_{1}=f\left(x_{i}, y_{i}\right) \\
& k_{2}=f\left(x_{i}+h / 2, y_{i}+h k_{1} / 2\right)  \tag{2}\\
& k_{3}=f\left(x_{i}+h / 2, y_{i}+h k_{2} / 2\right) \\
& k_{4}=f\left(x_{i}+h, y_{i}+h k_{3}\right)
\end{align*}
$$

The equations (2) was deducted using the first five terms of Taylor series, which significant a higher accurate; but the payment is the evaluation of the function $f(x, y)$ four times in each subinterval.


Figure 3. Graphic interpretation of fourth-order Runge-Kutta method.

## Multiplicity of Stationary States

The CSTR could present steady state multiplicity depending of cooling temperature, residence time, and feed temperature such as concentration, in the Figure 3 is shown. To find the steady states is necessary solve the equation (1) assuming that $\mathrm{dC} / \mathrm{dt}=0$ and $\mathrm{dT} / \mathrm{dt}=0$. The equation (1) is reduced to equation (3):

$$
\begin{align*}
& 0=\theta\left(C_{\text {in }}-C\right)+E r(C, T) \\
& 0=\theta\left(T_{\text {in }}-T\right)+\operatorname{Hr}(C, T)+\gamma(u-T) \tag{3}
\end{align*}
$$



Figure 4. Possible intersections of heat generation curve with line of heat elimination [1].
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The equation (3) is a nonlinear system, it can solve from Newton method for nonlinear equations system or graphic method. The graphic method is easier than Newton method, but could be inaccurate. The idea to useful the graphic method is that plot the equation (3) and find the possible intersections of heat generation curve with line of heat elimination such as showing in the Figure 4. When the slope of the line of heat elimination is higher than heat generation curve, only there is one intersection, as shown in the Figure 4a, but when the line of heat elimination is more acute there are three or two intersections, such as shown in the Figures $4 b$ and 4 c respectively [1].

## Bifurcation Analysis

A bifurcation is a change in the number of candidate operating conditions of a nonlinear system that occurs as a parameter is quasistatically varied. The parameter being varied is referred to as the bifurcation parameter. A value of the bifurcation parameter at which a bifurcation occurs is called a critical value of the bifurcation parameter: Bifurcations from a nominal operating condition can only occur at parameter values for which the condition (say, an equilibrium point or limit cycle) either loses stability or ceases to exist [15].

To fix ideas, consider a general one-parameter family of ordinary differential equation systems as is shown in the equation (4):

$$
\begin{equation*}
\dot{x}=F^{\mu}(x) \tag{4}
\end{equation*}
$$

Where $x \in R^{n}$ is the system state, $\mu \in R$ denotes the bifurcation parameter, and $F$ is smooth in $x$ and $\mu$. For any value of $\mu$, the equilibrium points of equation (4) are given by the solutions for x of the algebraic equations $F^{\mu}(x)=0$.

Local bifurcations are those that occur in the vicinity of an equilibrium point. For example, a small-amplitude limit cycle can emerge (bifurcate) from equilibrium as the bifurcation parameter is varied. The bifurcation is said to occur regardless of the stability or instability of the "bifurcated" limit cycle. In another local bifurcation, a pair of equilibrium points can emerge from a nominal equilibrium point. In either case, the bifurcated solutions are close to the original equilibrium point-hence the name local bifurcation. Global bifurcations are bifurcations that are not local, i.e., those that involve a domain in phase space [15].

If the nominal operating condition of equation (4) is an equilibrium point, then bifurcations from this condition can occur only when the linearized system loses stability. Suppose, for example, that the origin is the nominal operating condition for some range of parameter values. That is, let $F^{\mu}(x)=0$ for all values of $\mu$ for which the nominal equilibrium exists. Denote the Jacobian matrix of equation (4) evaluated at the origin by equation (5) [5] [15]:

$$
\begin{equation*}
A(\mu):=\frac{\partial F^{\mu}}{\partial x}(0) \tag{5}
\end{equation*}
$$

## Subcritical vs. supercritical bifurcations

In a very real sense, the fact that bifurcations occur when stability is lost is helpful from the perspective of control system design. To explain this, suppose that a system operating condition (the "nominal" operating condition) is not stabilizable beyond a critical parameter value. Suppose a bifurcation occurs at the critical parameter value. That is, suppose a new candidate operating condition emerges from the nominal one at the critical parameter value. Then it may be that the new operating condition is stable and occurs beyond the critical parameter value,
providing an alternative operating condition near the nominal one. This is referred to as a supercritical bifurcation. In contrast, it may happen that the new operating condition is unstable and occurs prior to the critical parameter value. In this situation (called a subcritical bifurcation), the system state must leave the vicinity of the nominal operating condition for parameter values beyond the critical value. However, feedback offers the possibility of rendering such a bifurcation supercritical. This is true even if the nominal operating condition is not stabilizable. If such a feedback control can be found, then the system behaviour beyond the stability boundary can remain close to its behaviour at the nominal operating condition [15].

The foregoing discussion of bifurcations and their implications for system behaviour can be gainfully viewed using graphical sketches called bifurcation diagrams. These are depictions of the equilibrium points and limit cycles of a system plotted against the bifurcation parameter. A bifurcation diagram is a schematic representation in which only a measure of the amplitude (or norm) of an equilibrium point or limit cycle need be plotted. In the bifurcation diagrams given in this chapter, a solid line indicates a stable solution, while a dashed line indicates an unstable solution [15].

Several bifurcation diagrams will now be used to further explain the meanings of supercritical and subcritical bifurcation, and to introduce some common bifurcations. It should be noted that not all bifurcations are supercritical or subcritical [15].

Figure 5a serves two purposes: it depicts a subcritical bifurcation from the origin, and it shows a common consequence of subcritical bifurcation, namely hysteresis. A subcritical bifurcation occurs from the origin at the point labelled A in the Figure. It leads to the unstable candidate operating condition corresponding to points on the dashed curve connecting points A and B . As (the parameter $p$ is decreased to its value at point $B$, the bifurcated solution merges with another (stable) candidate operating condition and disappears.

Figure 5 b depicts a supercritical bifurcation from the origin. This bifurcation is distinguished by the fact that the solution bifurcating from the origin at point A is stable, and occurs locally for parameter values $p$ beyond the critical value (i.e., those for which the nominal equilibrium point is unstable).



Figure 5. a) Subcritical bifurcation with hysteresis, and b) Supercritical bifurcation [15] [29].
Finally given full information on the nominal equilibrium point, the occurrence of bifurcation is a consequence of the behaviour of the linearized system at the equilibrium point. The manner in which the equilibrium point loses stability as the bifurcation parameter is varied determines the type of bifurcation that arises.

## Phase portrait

There are other graphical techniques for construction of phase portraits. These are discussed in the next paragraph.

## Phase Space

In general, an nth-order dynamic system can be described by II state variables. The state variables ( $\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots, \mathrm{x}_{\mathrm{n}}$ ) can be located in a coordinate system called phase space. Each value of $t$, say $t_{1}$, defines a point in this space: $x_{i}\left(t_{1}\right), x_{2}\left(t_{1}\right), \ldots, x\left(t_{1}\right)$. The solution curve is a locus of these points for all values of $t$. It is called a trajectory and connects successive states of the system. As given the general system in the equation (4) [4].


Figure 6. The phase plane [4].
The coordinate system was a plane with an axis for each state variable; we shall refer to this coordinate system as a phase plane. Figure 6 is a typical phase-plane representation of a dynamic system. When the physical system is third-order, the coordinate system consists of three axes, one for each state variable. Of course, systems of fourth- or higher order require treatment in space that is of too many dimensions to be visualized. The graphic aspects of phase-space representation are advantageous primarily in the case of two dimensions (the phase plane) and to a limited extent for three dimensions. The bulk of practical use of phase-space analysis has been made in the two-dimensional autonomous (time invariant) case [4] [20]:

$$
\begin{align*}
& \frac{d x_{1}}{d t}=f_{1}\left(x_{1}, x_{2}\right)  \tag{6}\\
& \frac{d x_{2}}{d t}=f_{2}\left(x_{1}, x_{2}\right)
\end{align*}
$$

For this reason, we largely confine our attention in the remainder of this study to systems that may be written in the form of equations (6). As we have seen, there is no loss in conceptual generality, but we cannot expect the graphical aspects of the material we shall develop to generalize to higher-dimensional phase space. The solution of the system (6) may be presented as a family of trajectories in the $\mathrm{x}_{2} \mathrm{x}_{1}$ plane. If we are given the initial conditions:

$$
\begin{align*}
& x_{1}\left(t_{0}\right)=x_{10}  \tag{6}\\
& x_{2}\left(t_{0}\right)=x_{20}
\end{align*}
$$

the initial state of the system is the point $\left(\mathrm{x}_{10}, \mathrm{x}_{20}\right)$ in the $\mathrm{x}_{2} \mathrm{x}_{1}$ plane and the trajectory may, in principle, be traced from this point. By dividing the second of Equations (6) by the first, we obtain de equation (7) [20]

$$
\begin{equation*}
\frac{d x_{2}}{d x_{1}}=\frac{f_{2}\left(x_{1}, x_{2}\right)}{f_{1}\left(x_{1}, x_{2}\right)} \tag{7}
\end{equation*}
$$

Now $\mathrm{dx}_{2} / \mathrm{dx}_{1}$ is merely the slope of a trajectory, since a trajectory is a plot of $\mathrm{x}_{2}$ versus $\mathrm{x}_{1}$ for the system. Hence, at each point in the phase plane ( $\mathrm{x}_{1}, \mathrm{x}_{2}$ ), equation (7) yields a unique value for the slope of a trajectory through the point, namely, $\mathrm{f}_{2}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) / \mathrm{f}_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)$. This last statement should be amended to exclude any point ( $x_{1}, x_{2}$ ) at which $f_{1}\left(x_{1}, x_{2}\right)$ and $f_{2}\left(x_{1}, x 2\right)$ are both zero. These important points are called critical points and will be examined in more detail below. Since the slope of the trajectory at a point, say ( $\mathrm{x}_{1}, \mathrm{x}_{2}$ ), is by Equation (7) unique, it is clear that trajectories cannot intersect except at a critical point, where the slope is indeterminate [4].

## Analysis of Critical Points

In the situations of most interest to us, equation (6) will represent the behaviour of a (nonlinear) control system. Therefore, we shall be interested in maintaining the system at or near a steady state. Since, from equation (6), a steady-state point is defined by:

$$
\begin{equation*}
f_{1}\left(x_{1}, x_{2}\right)=f_{2}\left(x_{1}, x_{2}\right)=0 \tag{8}
\end{equation*}
$$

it is clear that the steady states are critical points. At the critical points, the slope of the trajectory is undefined; hence, many trajectories may intersect at these points. The oscillatory motion occurs because the system of equations (6) is under damped, as indicated by the characteristic equation given in the equation (9).

$$
\begin{equation*}
|s I-A|=0 \tag{9}
\end{equation*}
$$

For comparison, a typical focus is sketched in Figure 7. In fact, other types of behaviour may be exhibited by critical points of a second-order system, depending on the nature of the roots of the characteristic equation. The distinction between stable and unstable nodes or foci is made to indicate that the trajectories move toward the stable type of critical point and away from the unstable point. The saddle point arises when the roots of the characteristic equation are real and have opposite sign. In this case there are only two trajectories that enter the critical point, and after entering, the trajectories may leave the critical point (permanently) on either of two other trajectories. No other trajectory can enter the critical point, although some approach it very closely [4] [25].


Figure 7. (a) Stable node, (b) Stable focus, (c) Unstable focus, (d) Unstable node, (e) Saddle point [4] [28].

## Hysteresis

In physical sciences hysteresis is referring to situations where equilibrium is path-dependent [2]. This phenomenon produces multiple steady states as we saw in before paragraphs and Figure 8.


Figure 8. Hysteresis of steady state with feed temperature variation [1].
In the Figure 8 we can observed that if the feed temperature $\left(T_{f}\right)$ increased slowly for arrive speedy the steady state, it continuous to arrive at point 4 with once $D$ feed temperature. In this point there is an abrupt change, hence if the feed temperature is shifted to the right of the line D there is only one intersection (right to point 8 ) and it is far of stationary state (point 4). Therefore, there is a discontinuous jump from point 4 to point 8 , as show in the Figure 8. It is as the reaction has been inflamed with a feed temperature high. An increase of $\mathrm{T}_{\mathrm{f}}$ doesn't produce a spectacular change, as shown in the E line and point 9 .

If diminish $T_{f}$ slowly, so that heat elimination line pass from $E$ to $A$, we can deduce that without extreme perturbation the steady state sequence are the point $9,8,7$ and 6 . However, a slight change of the $T_{f}$ down of the $B$ line give only one intersection to left of point 2 and far of the point 6 . It's as the reaction has been "frozen" instantaneously for a feed temperature very cold, show a discontinuity between points 6 and 2 . If we continuous with this procedure, we can observed that we would never find yourself the stationary states between point 4 and 6 , it's due that this steady states are unstable [1].

### 4.2. Part III (Session 3)

In Figure 9, is shown the graphic solution of the continuous stirred tank reactor, it was done in Matlab 2010a. Also, we can observe that the setting time is nearly 6 minutes. The stability of the reactor is presented in the next analysis.


Figure 9. Numerical simulation of the dynamic system.
To obtain the equilibrium points of this case study, it is necessary considering the dynamic system in steady state. Therefore, there are two functions which are shown in equations (10).

$$
\begin{align*}
& f_{1}(C, T)=\frac{\gamma(T-u)-\theta\left(T_{i n}-T\right)}{\Delta H_{r x k} k_{o} e^{-E_{A} / R T}} \\
& f_{2}(C, T)=-\frac{E_{A}}{R \ln \left[\frac{\theta\left(C_{i n}-C\right)}{k_{o} C}\right]} \tag{10}
\end{align*}
$$

In Figure 10, is shown the numerical solution of the equations (10). In this Figure's observed that there are three equilibrium points. The $P_{1}$ and $P_{3}$ points are stable and $P_{2}$ point is unstable, this is demonstrated with next procedure:


Figure 10. Numerical solution of the equilibrium point.

Step 1. Linearized the dynamic system with Newton series first order, is obtained the equations (11).

$$
\begin{align*}
& \frac{d C}{d t}=\left.\frac{d C}{d t}\right|_{P}+\left.\frac{d}{d C} \frac{d C}{d t}\right|_{p}\left(C-\left.C\right|_{P}\right)+\left.\frac{d}{d T} \frac{d C}{d t}\right|_{p}\left(T-\left.T\right|_{P}\right) \\
& \frac{d T}{d t}=\left.\frac{d T}{d t}\right|_{P}+\left.\frac{d}{d T} \frac{d T}{d t}\right|_{p}\left(T-\left.T\right|_{P}\right)+\left.\frac{d}{d C} \frac{d T}{d t}\right|_{p}\left(C-\left.C\right|_{P}\right) \tag{11}
\end{align*}
$$

Step 2. Considering stationary state and rename the next variables $\mathrm{x}_{1}=\left(\mathrm{C}-\left.\mathrm{C}\right|_{\mathrm{P}}\right)$ and $\mathrm{x}_{2}=\left(\mathrm{T}-\left.\mathrm{T}\right|_{\mathrm{P}}\right)$, we can obtain the system equations (12).

$$
\left.\left.\underbrace{\left[\left.\begin{array}{ccc}
\frac{d}{d C} & \left.\frac{d C}{d t}\right|_{p} & \frac{d}{d T}
\end{array} \frac{d C}{d t}\right|_{p}\right.}_{A} \begin{array}{ll}
\frac{d}{d C} & \frac{d T}{d t}
\end{array}\right|_{p} \frac{d}{d T} \frac{d T}{d t}\right|_{p}] \underbrace{\left[\begin{array}{l}
x_{1}  \tag{12}\\
x_{2}
\end{array}\right]}_{\underset{Z}{x}}=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Step 3. Multiplying the matrix A by identity matrix (I) and $\operatorname{determining}$ the $\operatorname{det}(\underset{\sim}{A}-\lambda I)=0$ to obtain eigenvalues solving the second order equation.

$$
\begin{equation*}
\lambda^{2}-\left.\lambda\left(\frac{d}{d C} \frac{d C}{d t}+\frac{d}{d T} \frac{d T}{d t}\right)\right|_{P}+\left.\left(\frac{d}{d C} \frac{d C}{d t} \cdot \frac{d}{d T} \frac{d T}{d t}-\frac{d}{d T} \frac{d C}{d t} \cdot \frac{d}{d C} \frac{d T}{d t}\right)\right|_{P}=0 \tag{13}
\end{equation*}
$$

Step 4. The terms of the matrix A are given in equations (14).

$$
\begin{gather*}
\frac{d}{d C} \frac{d C}{d t}=-1-e^{25} e^{\frac{-10000}{T}} ; \quad \frac{d}{d T} \frac{d T}{d t}=-2-2000000 e^{25} e^{\frac{-10000}{T}} \frac{C}{T^{2}}  \tag{14}\\
\frac{d}{d T} \frac{d C}{d t}=10000 e^{25} e^{\frac{-10000}{T}} \frac{C}{T^{2}} ; \quad \frac{d}{d C} \frac{d T}{d t}=200 e^{25} e^{\frac{-10000}{T}}
\end{gather*}
$$

Substituting equation (14) in equation (13), we can obtain the characteristic polynomial for find the eigenvalues in each one equilibrium point. Using as stability criteria when two roots are negatives the equilibrium point is unstable. In table 3 , is present the abstract of stability analysis of each equilibrium points.

Table 2. Abstract of stability analysis equilibrium points.

| Equilibrium point | Characteristic polynomial | Eigenvalues | Stability |
| :---: | :--- | :---: | :---: |
| $\mathrm{P}_{1}$ | $\lambda^{2}+2.45 \lambda+1.45=0$ | $\lambda_{1}=-2.23 \quad \lambda_{2}=-2.66$ | stable |
| $\mathrm{P}_{2}$ | $\lambda^{2}-2.25 \lambda-71.00=0$ | $\lambda_{1}=10.25 \quad \lambda_{2}=-6.25$ | unstable |
| $\mathrm{P}_{3}$ | $\lambda^{2}+2.98 \lambda-3.78=0$ | $\lambda_{1}=-5.43 \quad \lambda_{2}=-0.53$ | stable |

With phase map is clearly see the stability of each one equilibrium point. These will be shown later. The stability is very important because the unstable equilibrium point lead to the optimal production process.

In Figure 11, is shown the hysteresis of stationary state with variation in feed temperature. This was obtained with gradual variation of the jacket cold temperature ( $\mathbf{u}$ ). The first step is change (u) in the interval from 300 K to 400 K with an increment of 5 K , using the initial conditions of $C_{0}=[0.001 \mathrm{~mol} / \mathrm{L}, 400 \mathrm{~K}]$. Subsequent, change (u) in the interval from 400 K to 300 K with an increment of 5 K , using the initial condition of $\mathrm{C}_{0}=[0.027 \mathrm{~mol} / \mathrm{L} 467.35 \mathrm{~K}]$. The simulation too was done in Matlab 2010a.


Figure 11. Hysteresis of stationary state with variation in feed temperature.
In addition in Figure 11 we can observed that there is a jump between stable equilibrium points as mentioned Aris (1973).
The bifurcation analysis is given in Figure 12. It is obtained considering the dynamic system in stationary state and rearranging equations (1) such as one expression for energy balance in function of composition and temperature ( $u(C, T)$ ) and the weigh balance in function of temperature ( $\mathrm{C}(\mathrm{T})$ ). These expressions are shown in the next equations:

$$
\begin{align*}
& u(C, T)=\frac{\theta\left(T-T_{i n}\right)}{\gamma}-\Delta H_{r x n} k_{o} C e^{-E_{A} / R T}+T \\
& C(T)=\frac{\theta C_{i n}}{\theta+k_{o} e^{\left(-E_{A} / R T\right)}} \tag{15}
\end{align*}
$$

Finally, an expression for plot the bifurcation analysis is rearranging equations (15), generating the jacket cold temperature in function of reactor temperature, as shown in equation (16).

$$
\begin{equation*}
u=\frac{\theta\left(T-T_{i n}\right)}{\gamma}-\Delta H_{r x n} k_{o} \frac{\theta C_{i n}}{\theta+k_{o} e^{\left(e-E_{A} / R T\right)}} e^{-E_{A} / R T}+T \tag{16}
\end{equation*}
$$



Figure 12. Bifurcation analysis. a) Jacket cold temperature versus reactor temperature, and b) Jacket cold temperature versus concentration.

In Figure 13, we can see the bifurcation analysis, hysteresis phenomena, and equilibrium point coupled. Also, shows that the equilibrium points overlap in the bifurcation analysis as well hysteresis phenomena.


Figure 13. Bifurcation and hysteresis coupled.
In Figure 14 a) and b), are shown the phase map of the equilibrium points $P_{1}$ y $P_{3}$ respectively. These were obtained changing the initial conditions. Also shows that to different initial conditions the dynamic system reaches the stationary state at equilibrium points $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$. These is due to this points are stables. As well, only will the reach at equilibrium point $P_{2}$ implementing a control law, because it's an unstable point.


Figure 14. Phase portrait. a) Equilibrium point $\mathrm{P}_{1}$, and b) Equilibrium point $\mathrm{P}_{3}$.

## 5. RESULTS

The proposed PBL strategy was implemented with students of seventh and tenth semester of undergraduate in environment engineering. As professor this practice was interesting, because I could teach to my students in an environment student-centered. To continue shown the assessment of the PBL strategy implemented undergraduate in environment engineering.

### 5.1. Student Assessment

In Figure 1 we have an analysis of the answers to each question in the student's self-assessment. Most students had a good attitude and understand the concepts.


Figure 1. Answers Statistics of the Self-Assessment.
In Figure 2 shown, the points of the three assessment type of each student show that only one student self-reported that he failed, because he likes the traditional learning method more and most were comfortable with PBL, as demonstrated by above average points.


Figure 2. Comparison of the three Assessment Types.
I wish to mention that it's very important to listen to the students, because they can help to improve the learning process between professor and students [24].

### 5.2. Student Feedback

As the proposed PBL strategy was a success, the students stated that, PBL is preferred, because:
a. They can acquire skills at their own pace within a problem solving environment.
b. Learning takes place in a cooperative student-centered, environment.
c. It opens their eyes to how university life should be.
d. PBL improved their generic skills.
e. It makes us feel more comfortable to work in a group to solve problems.
f. They said that "It really makes us work for ours studies and we feel intelligent doing it".
g. We feel like engineers when we are doing the group assignments.
h. The given problem excites the students' curiosity to know more.
i. It can be described as a double edged sword, because we are required to do more than with traditional learning methods education.

## 6. CONCLUSIONS

Once the students concluded each step of the work program, the facilitator of this activity notes a cognitive improvement in the global understanding of the involved discipline, and the objective is satisfactorily attained.
The PBL method is a strong tool to develop the creativity of students, as the prime objective of universities is to produce critical students.
If the objective was attained for the students which had the PBL to solve, it is worth noting that the degree of understanding depends on both the solidity of the knowledge background and the abilities acquired during the academic curriculum, and of the availability of specialists and the leadership of the facilitator involved.
The use of PBL methodology can make the difference in the preparation and formation of students, and this is why it remains important that professors assume their educational role. This supports an updated commitment to the search for learning alternatives, as well as a responsibility of institutions to invest in teaching courses for the improvement of the educational processes.
Finally, the authors of this paper recommend that a curriculum that prepares environment engineering graduates for the challenges they will face in industry should include the following features [16]:
$\checkmark$ A structured approach relying on fundamentals. In this approach, students use process simulators starting in the sophomore material and energy balance course, applying their knowledge to practical problems. Students will then be better prepared for the challenges of the capstone design project and can spend more time on synthesis, controllability, safety, environmental concerns, waste minimization, optimization, and economic evaluation.
$\checkmark$ A balance between heuristic and computer-aided algorithmic approaches. Since design invariably involves significant designer intervention, it is important to teach both heuristics as well as algorithmic methods.
$\checkmark$ Integrated design and control. Instruction should reflect the current state-of-the-art in the integration of process design and process control. The concern here is the need to bridge the gap between traditional process control courses, which emphasize theory, and applications to actual processes.
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