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ABSTRACT

The analytic hierarchy process (AHP) has been applied in many fields and especially to complex
engineering problems and applications. The AHP is capable of structuring decision problems and finding
mathematically determined judgments built on knowledge and experience. This suggests that AHP should
prove useful in agile software development where complex decisions occur routinely. In this paper, the
AHP is used to rank the refactoring techniques based on the internal code quality attributes. XP
encourages applying the refactoring where the code smells bad. However, refactoring may consume more
time and efforts.So, to maximize the benefits of the refactoring in less time and effort, AHP has been
applied to achieve this purpose. It was found that ranking the refactoring techniques helped the XP team to
focus on the technique that improve the code and the XP development process in general.

KEYWORDS

Extreme programming, Refactoring; Refactproing techqinces; Analytic Hierarchy Process.

1. INTRODUCTION

Code refactoring is the process of improving the design of the existing code by changing its
internal structure without changing its external behavior [1]. It is a core activity of the XP
development cycle to improve the design of the software and reduce the effort and cost of coding
and testing. Most of the current studies focus on the following issues:

1.1 Guidelines in the refactoring process

Mens and Tourwe [2] explained the refactoring steps in detail, which can be summarized as
follows:

 Identifying the part of the software that should be refactored.
 Deciding which refactoring methods should be applied
 Applying the refactoring
 Assessing the effects of the applied refactoring methods on the code quality attributes.
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Kataoka et al. [3] provided a 3-step model: “identification of refactoring candidates, validation of
refactoring effects, and application of refactoring”[4]. Other researcher-provided similar
processes can be found in [5,6].

1.2 Issues regarding refactoring tools

Maticorna and Perez [7] presented the refactoring characterization and showed how it can be used
as a tool to compare different refactoring definitions, including refactoring catalogs. Also, the
authors tackled various refactoring issues, such as design and languages, scope, actions, and
application on scheduling, which can each be a good starting point for the builders of the
refactoring tools. Murphy-Hill et al. [8] performed an empirical study comparing four methods
that were used to gather refactoring data to help in building a powerful refactoring tool.
Simmonds and Mens [9] compared four software-refactoring tools: SmalltalkWorks 7.0, Eclipse,
Guru, and Together ControlCenter 6.0. They provided detailed results that show the strengths and
weakness of each tool. Brunelet al. [10] investigated the accuracy of refactoring tools by
analyzing seven open-source java systems (MegaMek, JasperReports, Antlr, Tyrant, PDFBox,
Velocity, HSQLDB).Roberts et al. [11] discussed the technical requirements and practical criteria
for the refactoring tools. They emphasize that speed and integration are the most practical criteria.
Also, the accuracy and the ability to search across the entire program are the most technical
requirements.

1.3 Identification of code smells to locate possible refactoring

Sandalski et al. [12] used an intelligent assistant and a refactoring agent to analyze the refactoring
architecture and assess the existing code to highlight the portions of code that needed to be
refactored and to provide options for the methods.Advani et al. [13] conducted an empirical study
using open sources Java software to identify the area of complexity across the systems when
refactoring was being applied. Also, they discovered where the refactoring effort was being made.
They also created a way for developers to decide how to allocate the testing effort.Hayashi et al.
[14] proposed a technique using plug-ins for Eclipse to guide the developer on how and where to
do refactoring using the histories of program modification. This technique answered three main
questions: where to refactor? Which suitable refactoring method should be used? When should
refactoring should apply? Bryton et al. [15] proposed a model called Binary Logistic Regression
(BLR) to detect the code smell particularly Long Method objectively.

1.4 The impact of refactoring on the code quality attributes

Many studies; as they will are shown in section 5 have investigated the impact of the refactoring
on the code quality attributes. Yet, it is difficult and time consuming to apply all the possible
refactoring techniques during the iteration of the development. Therefore, this paper will provide
a way of ranking these techniques that can improve the code quality and transfer knowledge to
the development team.

2. THE ANALYTICAL HIERARCHY PROCESS

AHP is a systematic approach for problems that involve the consideration of multiple criteria in a
hierarchical model. AHP reflects human thinking by grouping the elements of a problem requiring
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complex and multi-aspect decisions [16]. The approach was developed by Thomas Saaty as a
means of finding an effective and powerful methodology that can deal with complex decision-
making problems [17]. AHP comprises the following steps: 1) Structure the hierarchy model for
the problem by breaking it down into a hierarchy of interrelated decision elements. 2) Define the
criteria or factors and construct a pairwise comparison matrix for them; each criterion on the same
level is compared with other criteria in respect of their importance to the main goal. 3) Construct a
pairwise comparison matrix for alternatives with respect to each objective in separate matrices. 4)
Check the consistency of the judgment errors by calculating the consistency ratio. 5) Calculate the
weighted average rating for each decision alternative and choose the one with the highest score.
More details on the method, including a step-by-step example calculation, are found in [16].Saaty
[18] developed a numerical scale for assigning the weight for criteria or alternative by giving a
value between 1 (equal importance) and 9 (extreme importance), see table 1.

Table 1. AHP Numerical Scale Developed by Saaty [18].

Scale Numerical
Rating

Reciprocal

Equal importance 1 1
Moderate importance of

one over other
3 1/3

Very strong or
demonstrated importance

7 1/7

Extreme importance 9 1/9
Intermediate values 2,4,6,8 1/2, 1/4, 1/6,

1/8

3. REFACTORING TECHNIQUES

Fowler [1] assures that the refactoring helps developers to program faster, to find bugs and to
improve the software design. So, he defined more than 70 different refactoring patterns and
organized them into six categories: composing methods, moving features between objects,
organizing data, simplifying conditional expressions, making methods calls simpler, and dealing
with generalization. Each of the refactoring patterns has a specific purpose and effect over the
quality attributes. However, projects can have different priorities in terms of the quality attributes.
Using one or more of the refactoring methods variously improves the code and the design of the
software. So, it is essential to allocate the team’s efforts to the most important quality attributes in
order to maximize the value expected from the system. It is often unclear to software designers
how to use refactoring methods to improve particular quality attributes [19]. The task of selecting
the refactoring patterns is time-consuming and can create a conflict between the programmers’
opinions. Pivet et al. [20] introduced the AHP for three techniques and compared them based on
the use of these patterns, particularly in terms of simplicity, reusability, and comprehensibility.
These patterns would be more beneficial if we could investigate more patterns and rank them
based on their influence on the code instead of their capabilities and uses. Therefore, in this
section, we focused on ranking refactoring patterns based on their effects on the code quality
rather than their characteristics of uses. Also, we have chosen eight refactoring patterns from four
different categories proposed by Fowler to show the importance of these refactoring techniques
using AHP. The following patterns were selected:
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 Extract Method, Inline Method, and Inline Temp Method from “Composing Methods”
category.
 Extract Class, Inline Class, and Move Method from “Moving Features Between Objects”
category.
 Rename Method from “Making Method Calls Simpler” category.
 Pull Up Method from “Dealing with Generalization” category.

4. CASE STUDIES SETUP

The research questions, propositions, units of analysis,data collections and sources, and designing
the case studies are presented in this section.

4.1 Research questions and propositions

The primary objective in the refactoring practice is to investigate how AHP can be used in
ranking the internal and external code quality attributes. The following research questions
provided a focus for our case study investigation:

 How important is it to practice the refactoring using AHP?
 How can AHP rank the refactoring methods based on specific criteria?
 How can AHP affect the communication among the developers?
 How can AHP help in saving the developers’ time while refactoring?
The methodology used in this study is four case studies: two case studies in an academic
environment and two case studies in industrial environments with embedded units of analysis.
The study propositions are outlined below:
AHP captures important criteria and alternatives that need to be considered when refactoring.
AHP facilitates the process of ranking and selection in refactoring.
AHP involves an informative discussion and improves the communication among the

developers.
AHP provides a map to focus on the most important refactoring methods that increase the code

quality.
AHP resolves conflicting opinions among the developers when practicing the refactoring and

trying to find the smell code.

4.2 Unit of analysis

According to [21] the unit of the analysis should be derived from the main research questions of
the study. So, the main focus of this study is to rank the refactoring pattern based on internal
qualities attributes. So, the ranking and the process of evaluation are units of analysis for this
study. Also, the developers’ view of how AHP benefits each XP practice is another unit analysis.
As result, this work is designed as multiple cases (embedded) with multiple units of analysis.

4.3 Data collection and sources

In the beginning of the applying AHP to the refactoring practice, we propose the criteria that we
want to investigate in order to examine the AHP tool’s ability and benefits. This data was
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collected from literature review and previous studies. To increase the validity of this study, data
triangulation was obtained. The data sources in this study were:

 Archival records, such as a study plan from the graduate students.
 Questionnaires given to the participants when developing the XP project.
 Questionnaires given to experts from industry.
 Open-ended interviews with the participants.
 Feedback from the customer.

However, the most important data source of this study was an XP project conducted at the
University of Regina in a software design class in fall 2012. In addition, three companies initially
participated in evaluating some of the XP practices and based on proposed criteria that affect the
practice. Later on, two of the three companies involved in validating the results.

4.4 Designing the case studies

The educational case studies were performed as part of a course in the Advanced Software Design
Class for graduate students taught in Fall 2012 at the University of Regina. The participants were
12 master’s students and a client from a local company in Regina. Participants have various levels
of programming experience and a good familiarity with XP and its practices. The Students'
background related to the experiment includes several programming languages such as Java, C,
C#, and ASP.net. They have implemented projects previously using various software process
methodologies. The study was carried out throughout 15 weeks; students were divided into two
teams. Both teams were assigned to build a project called “Issue Tracking System” brought by the
client along with industrial requirements. It ran in 5 main iterations and by the end of the semester,
the whole software requirements were delivered. The students were paired based on their
experience and knowledge, but also we had an opportunity to pair some experts with novice and
average programmers for the purpose of the study. Participants were given detailed lectures and
supporting study materials on extreme programming practices that focused on planning game
activities which included writing user stories, prioritizing the stories, estimating process
parameters, and demonstrating developers’ commitments. The students were not new to the
concept of XP, but they gained more knowledge and foundation specifically in the iteration plan,
release planning and prioritizing the user stories. In addition, the students were exposed to the
AHP methodology and learned the processes necessary to conduct the pairwise comparisons and to
do the calculations. Several papers and different materials about the AHP and user stories were
given to the students to train them and increase their skills in implementing the methodology. In
addition, a survey was distributed among students to get further information about their personal
experiences and knowledge.

The researcher have visited three companies (two companies in Regina, and one in Calgary; both
in Canada) several times and met with the developers and team leaders to explain the purpose of
the study and to collect the data and feedback from the real industries. To preserve their
anonymities, A, B, and C replace the companies’ real names. All the companies are familiar with
XP concept and currently practicing the refactoring during their development. In this study,
eighteen experts have used their knowledge and average of 10 years experience to evaluate the
proposed pair alternatives using the AHP.
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5. AHP USEINREFACTORING

The AHP method can be used in the XP development team to rank the refactoring techniques
based on the internal code quality attributes. In the following sections, the AHP evaluation,
structure and process are presented.

5.1 Background

Before applying the AHP to the refactoring, we will highlight some of the previous studies that
already have investigated the impact of the refactoring on the internal code quality attributes as
follow:

Moser et al. [22] conducted a case study to assess the refactoring impacts in an industrial
environment. They found that refactoring improved software quality attributes such as coupling,
cohesion, and response for a class. Stroggylos and Spinellis [23] analyzed source code version
control system logs from four open source software systems to detect changes that occurred after
refactoring and to examine the refactoring’s impact on the software metrics process. The metrics
examined include coupling, cohesion, and number of methods. Bois et al. [24] analyzed how
refactoring changes the coupling and cohesion characteristics.  These refactoring methods were
used:  Move Method, Replace Method with Method Object, Replace Data Value with Object and
Extract Class. The study led to an improvement in the code quality. Moser et al. [25] conducted a
case study in agile environment. The quality metrics selected for this study were complexity,
coupling, cohesion, number of methods per class, response of a class, depth of inheritance tree,
and number of children. They used a methodology proposed in their research that led them to the
conclusion that the refactoring could significantly improve the internal measures for reusability of
object-oriented classes written in Java. Ratzinger et al. [26] analyzed the history of a large
industrial system during 15 months and showed how refactoring can reduce the change couplings
and enhance the software evolvability. Stroulia and Kapoor [27] investigated how the refactoring
could improve the design and code quality. They found that the average LOC, the average the
number of statements, the number of methods, and the number of collaborators were decreased in
the individual system classes. Kataoka et al. [28] found that refactoring techniques such as extract
method and Extract Class reduce the coupling in the code and improve the maintainability of the
system. Zhao and Hayes [29] introduced a rank-based software using a measure-driven
refactoring decision to support the development team’s decisions of where to apply resources
when they did refactoring.  They presented two case studies that examined the approach that
identifies which classes and packages need to be refactored based on static measures such as code
size, coupling, and complexity. Geppert et al. [30] found the defect rates and change efforts
decreased significantly.

5.2 Proposed criteria for ranking the refactoring

To rank the refactoring techniques, it is necessary to identify the quality attributes that are more
valuable to the development team or the organization. Each project can have a different set of
criteria and alternative refactoring methods in order to be ranked and evaluated. In this paper, we
have chosen four internal quality attributes as the core criteria for ranking the refactoring
techniques:
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 Cohesion: each system component does one thing and does it well.
 Coupling: the degree to which each system component relies on another component.
 Complexity: the degree of connectivity between elements of a design unit.
 Code size: most common technical sizing method is number of Lines Of Code (#LOC) per

technology, number of files, functions, classes, tables, etc.

5.3 AHP-refactoring structure for the internal attributes

The first step in the analytic hierarchy process is to structure the problem as a hierarchy that
includes three levels. The top level is the main objective: ranking the refactoring techniques; the
second level is the criteria: complexity, cohesion, coupling, and code size; the third level is the
alternatives: Extract Method, Inline Method, InlineTemp Method, Extract Class, Inline Class,
Move Method, Pull Up Method, and Rename Method. Figure 1 illustrates the AHP structure for
the problem.

Figure 1. AHP Structure for the refactoring techniques based on the internal attributes

5.4 Refactoring pairwise comparison process

All the participants had to apply the refactoring patterns to a real project to see the real impact on
their code. Then they were required to evaluate the refactoring patterns based on certain criteria.
For this purpose, sheets of paper with appropriate AHP tables were handed to the all participants
in order to save time and facilitate the process of comparison. The participants compared the
criteria using the Saaty scale from 1-9. The participants were asked these questions:

 Which is more important: complexity or cohesion and by how much?
 Which is more important: complexity or coupling and by how much?
 Which is more important: complexity or code size and by how much?
 Which is more important: cohesion or coupling and by how much?
 Which is more important: cohesion or code size and by how much?
 Which is more important: coupling or code size and by how much?
After finishing the criteria comparisons, the participants had to evaluate all the refactoring
techniques based on each criterion every time.  Example follows:
 In term of reducing the complexity, which is more important Extract Method or Inline Method

and by how much?

Similarly, all the following comparisons were conducted based on each criterion:

Evaluating  Refactoring
Techniques

Complexity Choseion

Extract
Method

Coupling Code Size

Inline
Method

InlineTemp
Method

Extract
Class

Inline
Class

Move
Method

Pull Up
Method

Rename
Method
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 (Extract Method X Inline Method), (Extract Method X Inline Temp Method),  (Extract Method
X Extract Class), (Extract Method X Inline Class),  (Extract Method X Move Method), (Extract
Method X Inline Pull Up Method) (Extract Method X Rename Method).
 (Inline Method X Inline Temp Method), (Inline Method X Extract Class), (Inline Method X

Inline Class), (Inline Method X Move Method) (Inline Method X Inline Method), (Inline
Method X Inline Pull Up Method), (Inline Method X Rename Method).
 (Inline Temp Method X Extract Class), (Inline Temp Method X Inline Class), (Inline Temp

Method X Move Method), (Inline Temp Method X Pull Up Method), (Inline Temp Method X
Rename Method).
 (Extract Class X Inline Class), (Extract Class X Move Method), (Extract Class X Pull Up

Method), (Extract Class X Rename Method).
 (Inline Class X Move Method), (Inline Class X Pull Up Method), (Inline Class X Rename

Method).
 (Move Method X Pull Up Method) (Move Method X Rename Method).
 (Pull Up MethodX Rename Method).

The same questions and comparisons repeated until the participants evaluated all refactoring
techniques based on each criterion.

6. AHP EVALUATIONRESULTS

6.1 Educational case studies

For Team 1, the rankings of the refactoring techniques based on all criteria, i.e. complexity,
cohesion, coupling and code size, are summarized as follows. First: Extract Class (17.61);
Second: Extract Method (15.37); Third: Inline Class (15.35); Fourth: Pull Up Method (13.71);
Fifth: Move Method (11.55); Sixth: Inline Temp method (10.96); Seventh: Inline Method (10.17);
Eighth (5.28). Table 2 summarizes the results.

Figure 2 shows the importance of each criterion as follows: coupling (29.29), cohesion (29.25),
code size (22.56), and complexity (18.90).
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Team 2’s rankings of the prioritization techniques is summarized as follows: First: Inline Class
(19.31); Second: Inline Method (15.65); Third: Extract Class (13.42); Fourth: Extract Method
(13.35); Fifth: Move Method (12.19); Sixth: Inline Temp Method (9.69); Seventh: Inline Method
(9.56); Eighth: Rename Method (6.83). Table 3 summarizes the results.

Figure 3 shows the importance of each criterion as follows: coupling (33.61), cohesion (32.37),
complexity (27.10), and code size (6.93).
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6.1.1 Observations:

1. Considering all the criteria, the Extract Class technique was ranked the highest by Team
1, while Team 2 ranked it in the third position. Team 2 ranked the Inline Class in the
highest position while Team 1 ranked it in the third position.

2. Both Extract Class and Inline Class are categorized by Fowler as “Moving Features
Between Objects.”

3. Team 1 ranked Extract Method in the second position, and Team 2 ranked the Inline
Method in the second position. Both Extract Method and Inline Method are categorized
by Fowler as “Composing Methods”.

4. Rename Method was ranked in the last position by the two teams.
5. Cohesion and coupling quality attributes were of the highest concern for both teams.
6. If we look at the refactoring techniques considering each criterion individually, we can

see both teams ranked the Extract Method in the top position in the complexity attributes.
Also, both teams ranked the Inline Class in the top position in the cohesion attributes. See
tables 4 and 5.

7. For the coupling quality attribute, Team 1 ranked the Extract Method in the highest
position, while Team 2 ranked the Inline Class at the top. See tables 4 and 5.

8. For the code size quality attribute, Team 1 ranked the Extract Class in the highest
position, while Team 2 ranked the Inline Method at the top. See tables 4 and 5.

Table 4. Refactoring techniques based on each internal criterion by Team 1

Refactoring
Techniques Coupling

Extract Method 18.54 %

Extract Class 16.62 %

Pull Up Method 12.68 %

Move Method 12.44 %

Inline Class 11.43 %

Inline Temp
Method 11.30 %

Inline Method 9.33 %

Rename Method 7.66 %

Refactoring
Techniques Complexity

Extract Method 19.30 %

Extract Class 19.29 %

Inline Class 15.00 %

Pull Up Method 14.70 %

Move Method 13.16 %

Inline Method 7.76 %

Inline Temp
Method 7.11 %

Rename Method 3.68 %

Refactoring
Techniques Chohesion

Inline Class 18.17 %

Pull Up Method 16.41 %

Extract Class 15.02 %

Inline Method 11.83 %

Extract Method 11.65 %

Inline Temp
Method 11.56 %

Move Method 10.50 %

Rename Method 4.87 %

Refactoring
Techniques Code Size

Extract Class 21.50 %

Inline Class 17.24 %

Inline Temp
Method 13.09 %

Extract Method 12.64 %

Inline Method 11.16 %

Move Method 10.32 %

Pull Up Method 10.20 %

Rename Method 3.84 %

Table 5. Refactoring techniques based on each internal criterion by Team 2

Refactoring
Techniques Complexity

Extract Method 17.88 %

Extract Class 17.26 %

Inline Class 14.97 %

Pull Up Method 13.78 %

Move Method 11.40 %

Rename Method 9.45 %

Inline Method 8.43 %

Inline Temp
Method 6.83 %

Refactoring
Techniques Coupling

Inline Class 21.91 %

Inline Method 21.68 %

Extract Method 14.37 %

Move Method 12.12 %

Inline Temp
Method 10.62 %

Extract Class 8.59 %

Rename Method 5.97 %

Pull Up Method 4.74 %

Refactoring
Techniques Code Size

Inline Method 17.23 %

Inline Temp
Method 14.89 %

Inline Class 14.44 %

Pull Up Method 13.74 %

Extract Method 11.11 %

Move Method 10.79 %

Extract Class 10.31 %

Rename Method 7.48 %

Refactoring
Techniques Chohesion

Inline Class 22.47 %

Inline Method 16.39 %

Extract Class 15.40 %

Move Method 13.47 %

Inline Temp
Method 10.27 %

Pull Up Method 9.08 %

Extract Method 8.13 %

Rename Method 4.79 %
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6.2 Industrial case studies

The rankings for the prioritization of techniques by company Aare summarized as follows: First:
Extract Method (16.21); Second: Pull Up Method (15.94); Third: Inline Class (15.8); Fourth:
Extract Class (13.7); Fifth: Rename Method (11.01); Sixth: Inline Method (10.9); Seventh: Move
Method (8.62); Eighth: Inline Temp Method (8.51). Table 7 summarizes the results.Figure 4
shows the importance of each criterion as follows: code size (37.93), cohesion (30.72), coupling
(16.21), and complexity (15.14).

The rankings for the prioritization of techniques by company Bare summarized as follows: First:
Extract Class (24); Second: Extract Method (19.99); Third: Move Method (12.44); Fourth: Inline
Class (10.25); Fifth: Pull Up Method (9.79); Sixth: Inline Method (8.83); Seventh: Rename
Method (8.31); Eighth: Inline Temp Method (6.39). Table 8 summarizes the results.

Figure 5 shows the importance of each criterion as follows: cohesion (41.75), coupling (30.34),
complexity (14.83), and code size (13.08).

Refactoring
Techniques All

Extract Method 16.21 %

Pull Up Method 15.94 %

Inline Class 15.8 %

Extract Class 13.7 %

Rename Method 11.01 %

Inline Method 10.9 %

Move Method 8.62 %

Inline Temp
Method 8.51 %

Table 7. Ranking the
refactoring techniques by

company A

Figure 4. Importance of the internal criteria for refactoring
company A
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The rankings for the prioritization of techniques by company Care summarized as follows: First:
Extract Class (18.46); Second: Inline Class (17.98); Third: Extract Method (14.19); Fourth: Inline
Method (13.89); Fifth: Inline Temp Method (10.58); Sixth: Move Method (10.4); Seventh: Pull
Up Method (9.21); Eighth: Rename Method (5.29). Table 9 summarizes the results.

Figure 6 shows the importance of each criterion as follows: cohesion (38.37), coupling (38.76),
code size (12.38), and complexity (10.49).

6.2.1 Observations:

1. Considering all the criteria together, the Extract Class technique was ranked highest by
companies B and C while company A ranked it in the fourth position. Company A ranked
the Extract Method in the highest position.

Refactoring
Techniques All

Extract Class 18.46 %

Inline Class 17.98 %

Extract Method 14.19 %

Inline Method 13.89 %

Inline Temp
Method 10.58 %

Move Method 10.4 %

Pull Up Method 9.21 %

Rename Method 5.29 %

Table 9. Ranking the
refactoring techniques by

company C

Figure 6. Importance of the internal criteria for
the refactoring by company C
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2. The second position for each company was different. The second-highest position in A
was Pull Up Method, in company B, it was Extract Method, and in company C it was
Inline Class.

3. Inline Temp Method was ranked in the last position by companies A and B, while
company C ranked the Rename Method in the last position.

4. Cohesion and coupling quality attributes were of the highest concern for companies B
and C, while company A was most concerned with the code size and cohesion.

5. If we look at the refactoring techniques and consider each criterion individually as it is
shown in tables 10, 11, and 12, we can see companies A and B ranked the Extract Class
in the top position in the complexity attributes, while company C ranked the Extract
Method at the top.

6. For the cohesion quality attribute, companies B and C ranked the Extract Class in the
highest position, while company A ranked the Extract Method at the top.

7. For the coupling quality attribute, companies A, B, and C all ranked the Extract Class in
the highest position.

8. For the code size, all the companies ranked the refactoring techniques differently.
Companies A, B and C ranked the Pull Up Method, Inline Method, and Inline Class in the
highest position, respectively.

Table 10. Refactoring techniques based on each internal criterion by company A

Refactoring
Techniques Chohesion

Extract Method 22.22 %

Inline Class 21.05 %

Rename Method 14.88 %

Extract Class 12.58 %

Pull Up Method 8.46 %

Inline Method 8.05 %

Inline Temp
Method 6.83 %

Move Method 5.93 %

Refactoring
Techniques Complexity

Extract Class 22.74 %

Extract Method 15.21 %

Pull Up Method 13.19 %

Inline Method 11.02 %

Move Method 10.49 %

Inline Class 10.1 %

Inline Temp
Method 8.77 %

Rename Method 8.47 %

Refactoring
Techniques Code Size

Pull Up Method 15.71 %

Inline Class 15.05 %

Extract Method 14.4 %

Inline Method 13.28 %

Move Method 12.78 %

Inline Temp
Method 12.25 %

Extract Class 9.41 %

Rename Method 7.12 %

Refactoring
Techniques Coupling

Extract Class 17.16 %

Pull Up Method 16.43 %

Extract Method 13.47 %

Rename Method 13.35 %

Inline Class 11.98 %

Inline Method 9.62 %

Inline Temp
Method 8.38 %

Move Method 8.59 %

Table 11. Refactoring techniques based on each internal criterion by company B

Refactoring
Techniques Complexity

Extract Class 28.73 %

Extract Method 21.4 %

Move Method 12.39 %

Pull Up Method 10.28 %

Rename Method 9.39 %

Inline Method 7.03 %

Inline Class 6.42 %

Inline Temp
Method 4.35 %

Refactoring
Techniques Chohesion

Extract Class 24.23 %

Extract Method 20.19 %

Move Method 13.83 %

Inline Class 10.32 %

Pull Up Method 10.26 %

Rename Method 8.39 %

Inline Method 7.28 %

Inline Temp
Method 5.5 %

Refactoring
Techniques Coupling

Extract Class 28.85 %

Extract Method 23.53 %

Move Method 11.92 %

Pull Up Method 9.59 %

Rename Method 8.4 %

Inline Class 6.55 %

Inline Method 5.79 %

Inline Temp
Method 5.37 %

Refactoring
Techniques Code Size

Inline Method 18.41 %

Inline Class 18.38 %

Extract Method 13.24 %

Extract Class 12.81 %

Inline Temp
Method 11.57 %

Move Method 9.87 %

Pull Up Method 8.55 %

Rename Method 7.17 %
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6.3 Impact of refactoring on the quality attributes

Tables 13 and 14 show the impact of the refactoring on the internal quality attributes reported by
Team 1 and Team 2.

Table 13. Refactoring impact on the internal attributes by Team 1

Complexity Cohesion Coupling Code Size

Extract Method - + - -
Inline Method 0 + - -
InlineTemp Method 0 0 0 0
Extract Class 0 0 0 0
Inline Class + + - -
Move Method + + - -
Pull Up Method - + - -
Rename Method 0 0 0 0

Table 14. Refactoring impact on the internal attributes by Team 2

Complexity Cohesion Coupling Code Size

Extract Method - + 0 +
Inline Method + 0 0 -

InlineTemp Method - 0 0 -
Extract Class - - + +
Inline Class + + - -

Move Method - - + 0
Pull Up Method - + + -
Rename Method - 0 0 0

7. REFACTORINGVALIDATION

From the previous AHP evaluation conducted by students and experts, we found out that there are
three refactoring techniques that have received high rankings: Extract Class, Inline Class, and
Extract Method.In this section, we collected technical information from two educational studies
(Team 1 and 2) and two industrial studies (Company A and B) to validate the AHP evaluation

Table 12.Refactoring techniques based on each internal criterion by company C
Refactoring
Techniques Complexity

Extract Method 19.96%

Inline Class 16.98 %

Extract Class 13.7 %

Inline Method 13.4 %

Move Method 11.12 %

Inline Temp
Method 10.65 %

Pull Up Method 9.61 %

Rename Method 4.58 %

Refactoring
Techniques Coupling

Extract Class 20.46 %

Inline Class 15.93 %

Extract Method 15.41 %

Inline Method 13.4 %

Pull Up Method 11.39 %

Move Method 11.17 %

Inline Temp
Method 8.08 %

Rename Method 4.16 %

Refactoring
Techniques Code Size

Inline Class 26 %

Inline Temp
Method 15.16 %

Extract Class 14.31 %

Inline Method 12.23 %

Pull Up Method 9.94 %

Move Method 9.32 %

Extract Method 8.08 %

Rename Method 5.02 %

Refactoring
Techniques Chohesion

Extract Class 18.8 %

Inline Class 18.28 %

Inline Method 14.85 %

Extract Method 13 %

Inline Temp
Method 11.82 %

Move Method 9.74 %

Pull Up Method 6.91 %

Rename Method 6.6 %
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results obtained previously. (We could not obtain some of the data from company C). The
collected information included the following:

 The impact of the proposed refactoring techniques on the internal and external quality
attributes.

 How many times each refactoring technique was used for each iteration in each case
study.

In addition, the participants were required to count the time spent for the refactoring before and
after using AHP.

6.4.9.1 Number of times using the refactoring techniques

Tables 15 and 16 summarize how many times each of the refactoring techniques were used in
each iteration by companies A and B.

Table 15 Number of times refactoring was used for each iteration by company A

Iteratio
n 1

Iteratio
n 2

Iteration
3

Iteratio
n 4

Iteratio
n 5

Total

Extract Method 27 34 21 49 41 172
Inline Method 5 13 17 8 22 65
InlineTemp Method 0 4 0 7 5 16
Extract Class 18 11 12 15 9 65
Inline Class 18 10 7 11 3 49
Move Method 8 6 0 0 20 34
Pull Up Method 21 17 9 27 13 87
Rename Method 11 0 17 22 5 55

Table 16 Number of times refactoring was used for each iteration by company B

Iteration
1

Iteration
2

Iteration
3

Iteration
4

Iteration
5

Total

Extract Method 9 5 2 1 1 18
Inline Method 2 1 0 0 0 3
InlineTemp Method 1 0 0 0 0 1
Extract Class 5 5 3 3 2 18
Inline Class 1 0 0 0 0 1
Move Method 2 0 0 0 0 2
Pull Up Method 7 5 2 2 1 17
Rename Method 4 1 0 0 0 5

7.2 Refactoring impact on the internal quality attributes

Tables17and 18 summarize the internal impacts for each refactoring technique for companies A
and B.
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Table 17. Refactoring impact on the internal attributes by company A

Complexity Cohesion Coupling Code Size

Extract Method - + - +
Inline Method - 0 + -
InlineTemp Method + - 0 +
Extract Class - + - -
Inline Class + - - +
Move Method - - + -
Pull Up Method - 0 - -
Rename Method - 0 0 0

Table 18. Refactoring impact on the internal attributes by company B

Complexity Cohesion Coupling Code Size

Extract Method - + - +
Inline Method + - + -
InlineTemp Method + 0 0 -
Extract Class - + - +
Inline Class + 0 + +
Move Method + - 0 +
Pull Up Method - + - -
Rename Method - 0 0 0

7.3 AHP-refactoring impact on time

Both companies were asked to provide the time spent before and after using the AHP.
Table 17 shows that the time was reduced.

Table 19. Refactoring impact on time for company A and B

Time before AHP After AHP
Company A 3 Days 2 Days
Company B 12 hours 7 hours

7.4 Observations from the validation

 From the AHP evaluation results, Extract Class and Extract Method were mostly ranked
in the top positions in the internal quality attributes. Tables 15 and 16 show that Extract
Method and Extract Class are commonly used and havepositive effects (asseen in tables
17 and 18).  In Company A, the most refactoring techniques were used: Extract Method
(172), Pull Up Method (87), and Extract Class and Inline Method (65).  In Company B,
the fewest refactoring techniques were used: Extract Method and Extract Class (18), and
Pull Up Method (17).

 Extract Class showed a positive impact on all the internal quality attributes in company
A. The complexity, coupling and code size were reduced while the cohesion increased. In
company B, the complexity and coupling reduced as well, but the code size increased.
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The cohesion increased as positive result. For both companies, Extract Method showed a
positive impact on all the internal quality attributes, except the code size increased.

 Pull Up Method was used many times by the two companies, even though it was not
showing significant results by the AHP evaluation. Also, it showed a positive impact on
both internal quality attributes generally.

 After narrowing the use of refactoring techniques and ranking them using AHP, the time
for refactoring for company A was reduced from 3 days to 2 days, while the refactoring
time for company B was reduced from 12 hours to 7 hours.

8. SEMI-INTERVIEW RESULTS

The semi-interview was conducted after showing the participants the results of the AHP
evaluation for the refactoring practices. Some of the results were surprising and others were
expected. The interview included open questions to obtain students’ general opinions about the
AHP, advantages and disadvantage of the using the AHP, and the best experience of the AHP
among all the XP practices. As noted previously, the data was collected in the form of
handwritten notes during the interviews. These notes were organized in a folder for the sake of
easy access and analysis. The questions and answers for the semi-interview are below and the
people’s names are kept anonymous.

From the interviews, we found very positive feedback from the participants regarding the AHP.
The AHP resolved any conflicting opinions and brought each team member’s voice to the
decision in a practical way. It also empathized with the courage of the team by letting every
opinion be heard. The time and the number of the comparisons were the main concerns of the
participants. All of them recommended using the AHP in the future when it needs to decide which
refactoring should be applied. There were a few additional recommendations as well, such as
developing an automated tool to reduce the time for the AHP calculation, adding the mobility
features, performing cost and risk analysis, and trying it with other XP areas and studying the
outcomes.

9. QUESTIONNAIRES

Questionnaires were given to the participants in order to obtain their perceptions of and
experiences with the AHP. The questionnaires were divided into two main parts. The first part
contained questions about the AHP as a decision and ranking tool. The second part contained
questions regarding the direct benefits of the XP practice and investigated the participants’
satisfaction. We used a seven-point Likert scale to reflect the level of acceptability of the AHP
tool. The seven-point scale appeared as follows: (1) Totally unacceptable. (2) Unacceptable. (3)
Slightly unacceptable. (4) Neutral. (5) Slightly acceptable. (6) Acceptable. (7) Perfectly
Acceptable.

Once the participants completed the questionnaire, we calculated the results and presented the
total percentage of the acceptability for each statement in the evaluation (questionnaires) in the
tables 4, 5, and 6.
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The total percentage of the acceptability was calculated as follows:

 The total percentage of acceptability (TPA)
= The average of the score for each team  * 100 / 7.

 The average of the score for each team =
= The sum of the scores given by the team members / number of the team.

9.1 Acceptability level of AHP as a decision and ranking tool

AHP received positive ratings by the two teams and the three companies on most of the questions.
However, the lowest percentage given by all studieswere regarding the time efficiency(59%,
62%, 61%, 57%, 57%). See table 20.

Table 20. Acceptability level of AHP as a decision and ranking tool

Team 1 Team 2 Company
A

Company
B

Company
C

1-AHP as a Ranking tool in Refactoring

A- Decision Quality:
Capturing the needed information 76% 88% 86% 83% 88 %
Clarity of the decision process 88% 86% 94% 94% 90%
Clarity of the criteria involved 81% 76% 88 % 83% 88 %
Clarity of the Alternatives involved 81% 79% 88% 90% 95%
Goodness of the decision structure 86% 90% 98% 88% 71%

B- Practically
Understandability 83% 88% 98% 90% 85.66
Simplicity 71% 86% 76% 74 % 74 %
Time Efficiency 59% 62% 61% 57% 57%
Reliability 74% 76% 81% 90% 90%

9.2 Acceptability level for the impact of AHP on the development:

The following percentages show the acceptability level for the impact of the AHP on the
development:

 First: improving team communication; Team1 (74%), Team2 (93%), company A (93%),
company B  (93%), and company C (94%).

 Second: creating aninformative discussion and learning opportunities, Team1 (71%),Team2
(88%), company A  (86%), company B (95%), and company C (93%).

 Third: clarifying the ranking problem; Team1 (71%), Team2 (90%), company A (86%),
company B  (93%), and company C (83%).

 Fourth: resolving the conflicting opinions among members; Team1 (64%), Team2 (86%),
company A (86%), company B (93%), and company C (83%).

 Fifth: elevating the team performance; Team1 (76%) and Team2 (88%), company A (79%),
company B (86%), and company C (not study).
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10. VALIDITY

Construct validity, internal validity, external validity and reliability describe common threats to
the validity tony performed study [31].”Empirical studies in general and case studies in particular
are prone to biases and validity threats that make it difficult to control the quality of the study to
generalize its results” [32]. In this section, relevant validity threats are described. A number of
possible threats to validity can be identified for this work.

10.1 Construct validity

Construct validity deals with the correct operational measures for the concept being studied and
researched. The major construct validity threat to this study is the small number of participants in
each case study. This threat was mitigated by using several techniques in order to ensure the
validity of the findings, as outlined below.

 Data triangulation:  A major strength of case studies is the possibility of using many different
sources of evidence [33]. This issue was taken into account through the use of surveys and
interviews with different types of participants from different environments with various levels
of skills and experience, and through the use of several observations as well as feedback from
those involved in the study. By establishing a chain of evidence, we were able to reach a valid
conclusion.

 Methodological triangulation: The research methods employed were a combination of a
project conducted to serve this purpose, interviews, surveys, AHP result comparisons, and
researchers’ notes and observations.

 Member checking: Presenting the results to the people involved in the study is always
recommended, especially for qualitative research. This was done by showing the final results
to all participants to ensure the accuracy of what was stated and to guard against researcher
bias.

10.2 Internal validity

Internal validity is only a concern for an explanatory case study [33]. Internal validity focuses on
establishing a causal relationship between students and educational constraints. This issue can be
addressed by relating the research questions to the propositions and other data sources providing
information regarding the questions.

10.3 External validity

External validity is related to the domain of the study and the possibilities of generalizing the
results. To provide external validity to this study, we will need to conduct an additional case
study in the industry involving experts and developers, and then observe the similarities and the
differences in the findings of both studies. Thus, future work will contribute to accruing external
validity.
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10.4 Reliability

Reliability deals with the data collection procedure and results. Other researchers should arrive at
the same case study findings and conclusions if they follow the same procedure. We addressed
this by making the research questions, case study set up, data collection and analysis procedure
plan is available for use by other researchers.

11. CONCLUSIONS

After using the AHP to rank the refactoring techniques, it was found to be an important tool that
provides a very good vision for developers when they want to apply the refactoring practice to
improve the code. Considering the complexity, cohesion, coupling and code size when ranking
the refactoring techniques could bring many advantages to the development team such as code
enhancing the code in a short time and transferring knowledge to the developers. The Extract
Class and Extract Method were the most refactoring techniques have improved the code in our
studies. However, the other refactoring techniques have added values to internal code qualities as
well.  More importantly, though, the AHP has a positive impact on the development process and
communication among the team members. For example, the team could mathematically reconcile
the conflict of opinions regarding the use of refactoring techniques. The AHP provides a
cooperative decision making environment, which could maximize the effectiveness of the
developed software.
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