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Abstract

Invariants are generally implicit. Explicitly stating program invariants, help programmers to identify program properties that must be preserved while modifying the code. Existing dynamic techniques detect invariants which includes both relevant and irrelevant/unused variables and thereby relevant and irrelevant invariants involved in the program. Due to the presence of irrelevant variables and irrelevant invariants, speed and efficiency of techniques are affected. Also, displaying properties about irrelevant variables and irrelevant invariants distracts the user from concentrating on properties of relevant variables. To overcome these deficiencies only relevant variables are considered by ignoring irrelevant variables. Further, relevant variables are categorized as design variables and non-design variables. For this purpose a metrics suite is proposed. These metrics are validated against Weyuker’s principles and applied on RFV and JLex open source software. Similarly, relevant invariants are categorized as design invariants, non-design invariants and hybrid invariants. For this purpose a set of rules are proposed. This entire process enormously improves the speed and efficiency of dynamic invariant detection techniques.
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1. INTRODUCTION

Program invariants play a central role in program verification. Generally invariants are implicit, stating the program invariants explicitly aids programmers to identify the properties that must be preserved while proving the correctness. Invariants can be detected using both static and dynamic approaches. Dynamic methods that complement static methods will be more useful and effective in analyzing the software artifacts [1,2]. However, these techniques produce the properties of relevant and irrelevant variables. That is irrelevant invariants are also inferred. Therefore, more analysis is to be done when more number of variables are present in the program which makes the job of invariant detection tools more complex and time taking. All these derived invariants are validated to prove the correctness of the program irrespective of whether they are relevant or not. However, validation of irrelevant invariants does not contribute to the correctness of the program. Further, it also distracts the concentration of the user and increases the validation time. Thus, it is necessary to consider only the relevant variables and ignore irrelevant variables. Hence, the effort and time required to analyze the irrelevant variables is reduced.
The speed and efficiency of the tools can be further improved by categorizing relevant variables into two different types as design, non-design variables and relevant invariants into three different types. Set of rules are proposed to categorize invariants. For the purpose of variable categorization a metric suite is proposed and validated analytically. The reason for considering metrics for this purpose is that they play an important role in software development with respect to process improvement, measurement of design quality etc. [3,4]. Hence, metrics are crucial for software engineering activities. Proposed metrics are developed based on the design complexities of the variables at module level on dynamic traces which is a variation from existing work [3]. Reason for developing a metric suite after capturing the dynamic behavior of an application is to capture all implicit program invariants to verify the program correctness. So that there will not be any scope for missing any invariant. These metrics are useful at later phases in the life cycle of an application and are helpful to a big set of users who wish to prove the correctness of the program comparatively with less effort and time to that of the earlier methods.

Rest of the paper is presented in the following manner. Section 2 discusses about the related work. Section 3 explains the procedure to ignore unused variables. Section 4 discusses about the metrics suite and process of categorizing the variables. In section 5 the proposed metrics are validated analytically against Weyuker properties. Proposed concepts are applied over open source software in section 6. In section 7 invariants are categorized and section 8 concludes the paper.

2. RELATED WORK

Numerous researchers have adopted and adapted the ideas of dynamic detection of likely invariants. There are two methods, static and dynamic, for detecting invariants. Among these two dynamic methods are very useful and effective in detecting the invariants. Several tools like DIDUCE [5], CARROT [6], Arnout’s [7], Henkel and Diwan [8] and DAIKON are available for detecting invariants. Among the tools, Daikon is extensively used tool for detecting invariants. But still it has some drawbacks, which affects its speed and performance. The key reason for this is existence of more variables. So, an analyzer is proposed in this paper to classify variables as relevant and irrelevant variables and ignore unused variables.

In any engineering discipline measurement and metrics are crucial components, and same is the case with computer science. In software engineering, metrics are used in various contexts like estimation of software quality, process improvement etc. Focusing on software quality, lead to numerous measures of quality design. When a module evolves the effect of evolution on internal components within the module and its external relationships with other modules can be measured using metrics. Because, for any software component, metrics can assess its functionality, relationships, internal and external structure etc. So, metrics are developed for variable categorization. Two types of attribute categorization models are available [9,10]. They are semantic based categorization models and non-semantic based categorization models. Among these two, semantic based categorization models are better models [3,10]. However, in both the above said models, categorization is done by the designer conceptually or intuitively. Therefore, a quantitative model is required to perform categorization.

Key contributions of this paper are proposing a metrics suite and their usage to categorize relevant variables. Validation of proposed metrics against the set of measurement principles, Weyuker’s principles is done. The concept is applied over two open source software. A set of rules are proposed for categorization of invariants into various types.
3. PROCEDURE TO IGNORE UNUSED VARIABLES

Program invariants play an important role in proving program correctness. These invariants can be identified effectively by analyzing various software artifacts. A program which takes more runtime produces more variables to be examined and more data to be investigated. Large variables such as arrays are more expensive to test than integers or booleans. So, it is important to concentrate on the key feature that influence the execution time of the program i.e., variable. A technique is essential to reduce the number of variables so that runtime of the program can be reduced.

Dynamic detection of program invariants concept when implemented with well-known tools like Daikon, determines the likely program invariants but still suffers from some drawbacks when applied on software. Consider a program with a class containing the data members and member functions. During execution when a method, having computational statements in which some of the data members are involved, is invoked the tool displays all the data members and their values of the class along with the variables that participated in the computations of the method. So, the variables that are not part of the method and its computations (irrelevant variables) are also displayed. This leads to two problems:

- **Speed**: Processing all the variables and displaying them takes more time and hence, reduces the speed.
- **Irrelevant Output**: When a method is invoked the user do not consider for the properties of the variables that are not part of the method. Outputting the properties of the irrelevant variables distracts the user from important properties about relevant variables. Furthermore, since the tool is considering more variables, some properties may be true purely by accident that are not useful.

For example consider a class *MyClassA* with 20 integer variables which are initialized with some values. It also contains a method *myMethod()* for the purpose of computing sum of two variables x1,x2 as follows.

```java
class MyClassA {

t  int x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15, x16, x17, x18, x19, x20;

public MyClassA() {
  x1 = 100;
  x2 = 200;
  x3 = 3;
  x4 = 4;
  x5 = 5;
  x6 = 6;
  x7 = 7;
  x8 = 8;
  x9 = 9;
  x10 = 10;
  x11 = 11;
```
When this program is submitted to Daikon tool the following output is generated.

**Output**

Reading declaration files
[12:30:10 AM]:
Processing trace data; reading 1 dtrace file:
[12:30:10 AM]: Finished reading MyClassB.dtrace.gz

=====================================================================
MyClassA:::OBJECT
this has only one value
this.x1 == 100
this.x2 == 200
this.x3 == 3
this.x4 == 4
this.x5 == 5
this.x6 == 6
this.x7 == 7
this.x8 == 8
this.x9 == 9
this.x10 == 10

--------------------------
this.x11 == 11
this.x12 == 12
this.x13 == 13
this.x14 == 14
this.x15 == 15
this.x16 == 16
this.x17 == 17
this.x18 == 18
this.x19 == 19
this.x20 == 20
=====================================================================  
======
MyClassA.MyClassA():::EXIT
=====================================================================  
======
MyClassA.myMethod():::ENTER
=====================================================================  
======
MyClassA.myMethod():::EXIT
this.x1 == orig(this.x1)
this.x2 == orig(this.x2)
this.x3 == orig(this.x3)
this.x4 == orig(this.x4)
this.x5 == orig(this.x5)
this.x6 == orig(this.x6)
this.x7 == orig(this.x7)
this.x8 == orig(this.x8)
this.x9 == orig(this.x9)
this.x10 == orig(this.x10)
this.x11 == orig(this.x11)
this.x12 == orig(this.x12)
this.x13 == orig(this.x13)
this.x14 == orig(this.x14)
this.x15 == orig(this.x15)
this.x16 == orig(this.x16)
this.x17 == orig(this.x17)
this.x18 == orig(this.x18)
this.x19 == orig(this.x19)
this.x20 == orig(this.x20)
return == 300
=====================================================================  
======
MyClassB.main(java.lang.String[]):::ENTER
args has only one value
args.getClass() == java.lang.String[].class
args[] == []
args[].toString == []
=====================================================================  
======
MyClassB.main(java.lang.String[]):::EXIT
args[] == orig(args[])
args[] == []
args[].toString == []
Exiting Daikon.

From the above output it is observed that whenever `myMethod()` executes, the values of all 20 variables are displayed. But only 2 of the variables are relevant to this method. This leads to following problems:

Here, 400 pairs of variables are compared instead of one pair for which tool takes more time to process and output all these variables. Hence, obviously reduce speed of the tool. The user may not consider the values and properties of other variables i.e., x3…..x20 whenever `myMethod()` is invoked. Outputting them distracts the user from important properties about x1 and x2. Furthermore, since the tool is considering 400 pairs of variables, some properties may be true purely by accident that is not useful.

Above discussed two problems have severe impact on the performances of dynamic invariant detection the tools. To overcome these problems and to improve the performances of the tools, this paper presents an efficient technique to ignore such unused variables.

In figure 1, initially a source program is subjected to the front end of the invariant detection tool. A trace file is generated from instrumented source program, which consists of all variables both relevant and irrelevant. This trace file is given to the proposed **Variable Analyzer**, where variables are identified or recognized as relevant variables and irrelevant variables. The outcome of the variable analyzer is given to the invariant detection tool and it outputs the relevant invariants. Using variable analyzer the unused irrelevant variables are ignored which reduces the burden that used to be born by the tool in deducing all the invariants. Analyzer is discussed here.
under. The variable categorization, the metrics suite, their validation and invariant categorization are discussed in the following sections.

The analyzer determines, for a method \( m \), all the variables that may be read or written by \( m \) or by any method that \( m \) may call. These are the relevant variables. The trace file of the given source program from the frontend (that consists of all the variables) is the input to the analyzer. It separates the relevant and irrelevant variables using tokens. Every time a method is invoked, the analyzer identifies the relevant variables and irrelevant variables of this method and ignores the irrelevant variables. Hence, only the relevant variables can be considered by avoiding the irrelevant variables of the method. This analyzer reduces time spent on considering all the variables both relevant and irrelevant. Now, the properties of the unused variables are also suppressed which used to distract the user from concentrating on important properties of relevant variables. Hence, improves speed and performance of the tool.

Following is the output by using the proposed technique for ignoring unused variables for the above discussed example.

**Output by using proposed technique**


Reading declaration files
[12:26:32 AM]:

Processing trace data; reading 1 dtrace file:

[12:26:32 AM]: Finished reading MyClassB.dtrace.gz

```
=====================================================================  
======
MyClassA:::OBJECT
this has only one value
this.x1 == 100
this.x2 == 200
```

```
======
MyClassA.MyClassA():::EXIT
```

```
======
MyClassA.myMethod():::ENTER
```

```
======
MyClassA.myMethod():::EXIT
this.x1 == orig(this.x1)
this.x2 == orig(this.x2)
return == 300
```

```
======
MyClassB.main(java.lang.String[]):::ENTER
args has only one value
args.getClass() == java.lang.String[].class
args[] == []
```
In the above output by using the proposed technique, values of only relevant variables are displayed. All the invariants inferred are relevant which does not consists of any irrelevant variable and irrelevant invariant. Therefore, the proposed technique helps in focusing only on the relevant and needful invariants. Otherwise, used to distract the concentration on the irrelevant invariants as observed in the earlier output without using the proposed technique. This is the case with the small program where only 20 variables are there and deals with a simple computation. But generally software will be huge in size. In such cases usage of the proposed technique is very important which drastically reduces the effort and improves the speed of the tool.

4. METRICS SUITE

Set of metrics are developed for variable categorization, based on design complexities of variables. These metrics are developed based on the interactions of the variables with the variables, methods within the module and outside the module, type (size) of the variable. A variable is considered as more complex (design variable) if it is larger in size, and has more interactions within and outside a module and need to be given utmost priority. Its properties must be carefully checked and are to be maintained as they are. Because, whenever there is a change in design variable of any artifact then there is a need to change the design of an artifact and same is to be propagated to related artifacts in the system. This propagation results in either design change or equivalent change in related artifacts based on the amount of change that has happened to that artifact [3,10].

If the interactions of a variable are less, then it is less complex, also referred as non-design variable. When there is a change in non-design attribute of an artifact this leads to its equivalent design change. Whenever this equivalent change is propagated to related artifacts in the system it will result in either equivalent change or no change based on the amount of change that has happened to that artifact. That means equivalents can be replaced with one another without affecting the integrity of the software systems [3,10]. So, they may be given the priority next to that of design variables. In this regard a set of metrics are proposed to categorize the variables.

4.1. Metrics for Variable Categorization

Proposed metrics are developed based on the design complexities of the variables at module level on dynamic traces.
Table 1. Size or complexity of variables types

<table>
<thead>
<tr>
<th>Type</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>0</td>
</tr>
<tr>
<td>Character or Integer</td>
<td>1</td>
</tr>
<tr>
<td>Real, Float</td>
<td>2</td>
</tr>
<tr>
<td>Array</td>
<td>3</td>
</tr>
<tr>
<td>Pointer</td>
<td>5</td>
</tr>
<tr>
<td>Record, Struct, Object</td>
<td>6</td>
</tr>
<tr>
<td>File</td>
<td>10</td>
</tr>
</tbody>
</table>

The size value for different variables is an important factor in developing the metrics. So, they are taken from the table 1 that are suggested in [11, 12, 13]. These values are given based on the design complexities of various variables by the experienced designers. In this paper variable and variable instance, method and method instance are used interchangeably while discussing the metrics. The proposed metrics to categorize the variables are discussed below.

4.1.1. Interaction Metric of Variable with Methods Inside the Module \((IM_i)\)

This metric quantifies the interactions inside the module. It is defined as the ratio of the number of method instances inside the module that reference the variable instance under consideration to the total number of possible method instances in a module.

\[
IM_i = \frac{NM_{irv}}{TM}
\]

where \(NM_{irv}\) is number of methods inside the module that reference the variable and \(TM\) is the total number of methods in the module.

![Module A variables](image)

**Figure 2. Module A methods interaction with its variables**

If all the methods in a module reference the variable, then \(IM_i\) is maximum i.e., 1 and if none of the methods in a module reference the variable the value of \(IM_i\) is minimum i.e., 0. Consider a module A shown in figure 2 with 8 variables \(v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8\) and 5 methods \(Am_1, Am_2, Am_3, Am_4, Am_5\). Here \(v_1, v_2, v_3\) are files, \(v_4, v_5\) are float type variables, \(v_6, v_7, v_8\) are integers. The figure illustrates the computation of the metric \(IM_i\). In the figure, variables \(v_7\) and \(v_8\) are referenced by all the five methods. Therefore, the value of \(IM_i\) for the variables \(v_7\) and \(v_8\) is \(5/5 = 1\).
1. The variables $v_1$ and $v_6$ are referenced by only one method and the value of $IM_i$ is $1/5 = 0.2$. Similarly, the values of $IM_i$ for other variables can be computed.

4.1.2. Interaction Metric of Variable with Methods Outside the Module ($IM_o$)

This metric quantifies the interactions outside the module. It is defined as the ratio of the number of method instances outside the module that reference the instance of a particular variable under consideration to the total number of possible method instances in the referenced module.

$$IM_o = \frac{\sum_{i=1}^{N-1} \sum_{j=1}^{M} V_{ij}}{\sum_{i=1}^{N-1} \sum_{j=1}^{M} M_{ij}}$$

where $V_{ij} = 1$ if the $j^{th}$ method of the $i^{th}$ module references the variable under consideration and $V_{ij} = 0$ otherwise, $M_{ij} = 1$ for every $j^{th}$ method of the $i^{th}$ module, $N$ represents the number of referenced modules including the one that is under consideration and $M$ represents the number of methods for each module.

The values 1 and 0 for $V_{ij}$ and $M_{ij}$ are chosen for convenience and normalization. For explaining the computation of metric $IM_o$, the interactions that are shown in figure 3 are considered. In the figure module B and module C are outside related modules for module A. Module B has 4 methods $B_{m1}, B_{m2}, B_{m3}, B_{m4}$ and module C has 3 methods $C_{m1}, C_{m2}, C_{m3}$. Therefore, the total number of methods outside module A is 7. The variable $v_1$ is referenced by 5 methods and the $IM_o$ metric value for variable $v_1$ is $5/7 = 0.71$. In a similar way, $IM_o$ values for other variables can be computed.

4.1.3. Interaction Metric of Variable with Other Variables Inside the Module ($IV_i$)

This metric quantifies the interactions of variable with other variables inside the module. It is defined as the ratio of the number of variable instances inside the module that reference the variable under consideration to the total number of possible variable instances in a module.

$$IV_i = \frac{NV_{im}}{TV}$$

where $NV_{im}$ is number of variable instances inside the module that reference the variable under consideration and $TV$ is the total number of variable instances in the module.
If all the variable instances in a module reference the variable, then $IV_i$ is maximum i.e., 1 and if none of the variables in a module reference the variable the value of $IV_i$ is minimum i.e., 0.

Consider a module A shown in figure 4 with 8 variables $v_1$, $v_2$, $v_3$, $v_4$, $v_5$, $v_6$, $v_7$, $v_8$. The figure illustrates the computation of the metric $IV_i$. In the figure, variables $v_1$ is accessed by $v_6$ and $v_8$. Therefore, the value of $IV_i$ for the variable $v_1$ is $2/8 = 0.25$. The variable $v_2$ is accessed by only one variable $v_5$ and the value of $IV_i$ for $v_2$ is $1/8 = 0.125$. Similarly, the values of $IV_i$ for other variables can be computed.

### 4.1.4. Interaction Metric of Variable with Other Variables Outside the Module ($IV_o$)

This metric quantifies the interactions of variable with other variables outside the module. It is defined as the ratio of the number of variable instances outside the module that reference the instance of a particular variable under consideration to the total number of possible variable instances that exists in the referenced module.

$$IV_o = \frac{\sum_{i=1}^{N-1} \sum_{j=1}^{M} V_{ij}}{\sum_{i=1}^{N-1} \sum_{j=1}^{M} W_{ij}}$$

where $V_{ij} = 1$ if the $j^{th}$ variable of the $i^{th}$ module references the variable under consideration and $V_{ij} = 0$ otherwise, $W_{ij} = 1$ for every $j^{th}$ variable of the $i^{th}$ module, $N$ represents the number of referenced modules including the one that is under consideration and $M$ represents the number of methods for each module.

Figure 4. Variable interactions in module A

Figure 5. Variables of module A interacting with outside variables
In figure 5, module A has 8 variables, module B and module C have 3 variables each. All the 3 variables x1, x2, x3 of module B are accessing v1 and v2. So, the value of $IV_o$ for the variables v1 and v2 is $3/6 = 0.5$. The variable v4 is accessed by x3 of module B and y1 of module C so, the value of $IV_o$ for variable v4 is $2/6 = 0.33$. Similarly, the values of $IV_o$ for other variables can be computed.

4.1.5. Metric for Variable Type (MVT)

It is defined as the ratio of the size of the type of a variable to the maximum size of the variable. The maximum size is the size of the file type variable (see table 1 and taken from [3]). The size of a variable or parameter is a specified constant, specifying the complexity of the variable type. By using this metric it can be measured how complex a variable is. Formally it is defined as

$$MVT = \frac{S}{M_s}$$

where $S$ is the size of the variable type and $M_s$ is the maximum size of the variable type. For example, if the type of the variable v is an integer, then the type metric $MVT$ for variable v is $1/10 = 0.1$. Similarly, the type metric $MVT$ value for variable v1 in the above example module A is $10/10 = 1$.

<table>
<thead>
<tr>
<th></th>
<th>v1</th>
<th>v2</th>
<th>v3</th>
<th>v4</th>
<th>v5</th>
<th>v6</th>
<th>v7</th>
<th>v8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$IM$</td>
<td>0.2</td>
<td>0.4</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0.2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$IM_0$</td>
<td>0.71</td>
<td>0.28</td>
<td>0</td>
<td>0.71</td>
<td>0.42</td>
<td>0</td>
<td>0.57</td>
<td>0.42</td>
</tr>
<tr>
<td>$IV$</td>
<td>0.25</td>
<td>0.125</td>
<td>0.125</td>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$IV_o$</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>0.33</td>
<td>0</td>
<td>0.66</td>
<td>0.83</td>
<td>0.33</td>
</tr>
<tr>
<td>$MVT$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

All the above mentioned metrics are calculated for examples shown in figures 2, 3, 4 and 5 respectively and the values are tabulated in table 2. Variables are categorized as design and non-design variables. If the criterion is such that fifty percent of the metrics have a value that is equal to or greater to the threshold value (0.5), then they are categorized as design variables. From table 2, attribute v1, v7 are categorized as design variables and others are categorized as non-design variables.

5. VALIDATION OF PROPOSED METRICS

E.J. Weyuker has developed a formal set of desiderata for software metrics [14]. These properties are used to evaluate numerous existing software metrics. The notion of monotonicity, interaction, non-coarseness, non-uniqueness and permutation can be found in these desiderata. Generally formal evaluation is done by evaluating metrics against the Weyuker’s principles. All the proposed metrics are validated as shown below and tabulated in table 3 that shows the metrics that satisfy the corresponding property.

Property 1: Non-Coarseness

A metric $\mu$ when applied on artifacts A and B it states that $\mu(A) \neq \mu(B)$. That is a metric should not produce the same value for all artifacts. If it does so it loses its value as a measurement.
Consider MVT metric. This metric satisfies the above property because it considers sizes of various types of variables. When two variables, a file v₁ and integer v₂ are considered then \( \mu(v₁) = \frac{10}{10} = 1 \) and \( \mu(v₂) = \frac{1}{10} = 0.1 \). Hence \( \mu(v₁) \neq \mu(v₂) \). Here, \( \mu \) refers to the corresponding metric in discussion.

Consider IMᵢ metric. This metric satisfies the above property as it measures the number of method’s instance accessing the variable within the module. When two variables v₁, v₂ are considered and v₁ is being accessed by 2 methods out of 5 methods, and v₂ is being accessed by 3 methods out of 5 methods. Then \( \mu(v₁) = \frac{2}{5} = 0.4 \) and \( \mu(v₂) = \frac{3}{5} = 0.6 \). Hence \( \mu(v₁) \neq \mu(v₂) \).

**Property 2: Granularity**

It states that there will be a finite number of cases for which the metric value will be same. As the universe deals with finite set of applications, a finite set of cases with the same metric value will be found. This property will be satisfied by any metric which is measured at variable level. In this paper all the metrics proposed are measured at variable level and hence all of them satisfy this property.

**Property 3: Non-Uniqueness (Notion of equivalence)**

If A and B are distinct artifacts then the property states that \( \mu(A) = \mu(B) \). That is two artifacts may have same value for the metric which implies that both artifacts are equally complex.

MVT metric satisfies this property. When two variables float v₁, float v₂ are considered then \( \mu(v₁) = \frac{2}{10} = 0.2 \) and \( \mu(v₂) = \frac{2}{10} = 0.2 \). Hence \( \mu(v₁) = \mu(v₂) \).

Consider IMᵢ metric. This metric satisfies the above property. When two variables v₁, v₂ are considered and both v₁, v₂ are being accessed by 2 methods out of 5 methods then \( \mu(v₁) = \frac{2}{5} = 0.4 \) and \( \mu(v₂) = \frac{2}{5} = 0.4 \). Hence \( \mu(v₁) = \mu(v₂) \).

**Property 4: Design Details are Important**

This property states that, in determining the metric for an artifact its design details also matters. When designs of two artifacts A and B are considered which are same in functionality i.e., A=B does not imply that \( \mu(A) = \mu(B) \). That means specifics of the artifact design must influence the metric value.

For instance MVT satisfies this property. Consider designs of two methods A and B having same functionality (A=B). If v₁ is an integer variable in the design of module A and v₂ is a float variable in the design of module B then \( \mu(v₁) = \frac{1}{10} = 0.1 \) and \( \mu(v₂) = \frac{2}{10} = 0.2 \). Hence \( \mu(v₁) \neq \mu(v₂) \).

Consider IMᵢ metric. This metric satisfies the above property. Let in design of module A variable v₁, is accessed by 3 methods and in design of module B by 2 methods out of 5 methods, then \( \mu(v₁ \text{ in } A) = \frac{3}{5} = 0.6 \) and \( \mu(v₁ \text{ in } B) = \frac{2}{5} = 0.4 \). Hence \( \mu(v₁ \text{ in } A) \neq \mu(v₂ \text{ in } B) \).

**Property 5: Monotonicity**

It states that a component of a program is always simpler than the whole program. For all A and B, \( \mu(A) \leq \mu(A+B) \) and \( \mu(B) \leq \mu(A+B) \) should hold. This implies that the metric for the combination of two artifacts can never be less than the metric for either of the artifacts.
As the type of a variable does not have any component, this property is not applicable for the metrics $MVT$ and $IM_i$.

**Property 6: Non-Equivalence of Interaction**

It states that two artifacts with the same complexity need not have the same complexity after being concatenated with a third artifact. When $A$, $B$ and $C$ are three artifacts and $\mu(A)=\mu(B)$ does not imply that $\mu(A+C)=\mu(B+C)$. This suggests that interaction between $A$ and $C$ may differ from that of $B$ and $C$.

This property is not applicable for $MVT$. The metric depends only on the type of the variables and concatenation has no effect on the metric value. $IM_i$ satisfies this property. Because, methods can be concatenated and complexity of the concatenated methods will differ with that of the earlier one.

**Property 7: Permutation**

It states that permutation of elements within the artifact being measured may change the metric value. When there is an artifact $A$ and by permuting the order of the statements of $A$ artifact $B$ is formed then this property requires that $\mu(A) \neq \mu(B)$.

This property is not applicable for $MVT$. As the metrics are developed at variable level for $IM_i$, this property is not satisfied.

**Property 8: Renaming property**

When name of the measured artifact changes, the metric should not change. That is, if artifact $B$ is obtained by renaming artifact $A$ then $\mu(A)=\mu(B)$.

$MVT$ and $IM_i$ metrics satisfy this property as size of the variable and method interactions will not be changed when it is renamed.

**Property 9: Interaction Increases Complexity**

It states that when two artifacts are combined, interaction between them can increase the metric value. When two artifacts $A$ and $B$ are considered $\mu(A)+\mu(B)<\mu(A+B)$.

This property is not applicable for $MVT$. The metric depends only on the type of the variables so there is no interaction hence, no effect on the metric value. $IM_i$ metric will not satisfy this property because though complexity increases by combining the methods, the metric is defined at variable level and its complexity will not be affected.

<table>
<thead>
<tr>
<th>Metric</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$MVT$</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>NA</td>
<td>NA</td>
<td>Y</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>$IM_i$</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>NA</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>$IM_o$</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>NA</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>$IV_i$</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>NA</td>
<td>NA</td>
<td>N</td>
<td>Y</td>
<td>NA</td>
</tr>
<tr>
<td>$IV_o$</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>NA</td>
<td>NA</td>
<td>N</td>
<td>Y</td>
<td>NA</td>
</tr>
</tbody>
</table>
Similarly, other metrics are validated and consolidated evaluation of all proposed metrics is tabulated in table 3. In the table, Y represents satisfied, N represents not satisfied and NA represents not applicable. It is clear from the table that the proposed metrics satisfy all the applicable Weyuker properties. Property 9 is not applicable or not satisfied by any of the proposed metrics. Hence, proposed metrics are effective and can be utilized for the purpose of categorization.

6. CASE STUDIES

Empirical validation for the proposed work is performed in this section. For this purpose two open source software RFV 2.1 and JLex 1.2 versions are considered as case studies. RFV validation is as follows.

- Source code of this software is given as input to the front end of Daikon tool and trace file is generated.
- Using Rational Rose software, source code is reverse engineered to obtain class diagrams.
- From these trace file and class diagrams, information regarding various interactions among the classes, methods, variables and type of variables are obtained.
- This information is used to compute the values for proposed metrics.
- Based on these variables values are categorized as design and non-design.

For RFV, using above procedure and values obtained for various metrics, all the variables of RFV 2.1 are categorized into design and non-design. For the purpose of space constraint and explanation RFV-Text-Line class is considered. This class contains five variables and for all these variables, metrics are calculated and values are tabulated in table 4.

Table 4. Value of metrics for RFV 2.1

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Label</th>
<th>Font</th>
<th>Font-metrics</th>
<th>Color</th>
<th>Height-offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM_i</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>IM_o</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IV_i</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>IV_o</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>MVT</td>
<td>0.3</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Variables are categorized as design and non-design variables. If the criterion is such that fifty percent of the metrics have a value that is equal to or greater to the threshold value (0.5), then they are categorized as design variables. From table 4, attribute Font-metrics is categorized as design variable and others are categorized as non-design variables.

In case of JLex, metrics values for all the variables are calculated in the following manner.

- AspectJ compiler is used to parse the source code and parse tree is constructed.
- Facts-base generator is used to traverse the parse tree and Prolog facts are generated.
- After this, Prolog rules are written and fired against the generated facts.

In above procedure, a separate Prolog rule is written for each metric and values are obtained. In this case study JLex.CSpec, JLex.Error and JLex.CLexGen classes are considered in which only one variable is added in this version. In JLex.CSpec class variable m-public is added and after
verifying the values obtained for the metrics this variable is categorized as non-design variable. Same is the case with other two classes. The reason for considering these classes is as follows.

To the earlier version of JLex these changes has been made. It is obvious to prove the correctness of JLex 1.2. In this process, how the proposed technique is useful to reduce the effort, time and number of invariants will be observed. This part of work is considered as future extension to the proposed research.

7. CATEGORIZATION OF INVARIANTS

Invaints present valuable information about a program operation and its data structures [1]. To help in further testing a program the detected invariants are incorporated as assert statements. This also helps in ensuring that these detected invariants are not violated later as the program evolves. A nearly-true invariant should be considered as a special case and needs to be brought to the programmer’s notice. It even may indicate a bug. Dynamic invariants form a continuum that helps to assess impact of a change on a software system.

In the previous section variables were categorized into design and non-design variables. Based on this categorization relevant invariants can also be further categorized as design invariants, non-design invariants and hybrid invariants. The following are the rules to categorize the invariants.

- The invariants in which only the design variables take part are known as design invariants.
- The invariants that consist of only non-design variables are known as non-design invariants.
- And finally, the invariants that have both design and non-design variables are known as hybrid invariants.

As part of program evolution change may occur either to design or non-design variables. If the change has occurred to a non-design variable then it would be sufficient to validate only those invariants in which this non-design variable is participating to prove the correctness of the program. Any change in non-design invariant will not affect any design variable [11]. Hence, it is not required to validate the design invariants. This reduces the time spent on invariants other than non-design invariants. Before addressing the other two cases it is important to know about the change propagation.

Identification of Change Propagation

Generally, variables will have interactions with one another within a module. When there is a change in a design variable, it is required to know whether this change is restricted to itself or has propagated to other related variables. This is decided based on the threshold value over the dependencies of variables either directly or indirectly. The threshold value is specified by the expert designer. If the dependency is more than the threshold value, then the change propagates to the other related variables. Otherwise, the change will not propagate.

If a change has occurred to a design variable, then all the design invariants in which it is taking part are to be validated. In addition, the non-design invariants and other design invariants for which this change has propagated are also to be validated.
With respect to hybrid invariants, the following four cases are to be considered.

- If a change has occurred to a non-design variable, which is also present in other non-design invariants, then this invariant will be validated as discussed in the case of exclusive non-design invariants.
- If a change has occurred to a design variable, which is also present in other design invariants, then this invariant will be validated as discussed in the case of exclusive design invariants.
- If a change has occurred to a non-design variable, which is only participating in this hybrid invariant then this invariant should only be validated with respect to this non-design variable. Here, other parts of the hybrid invariant, which include either design or non-design variables need not be validated.
- If a change has occurred to a design variable, which is only participating in this hybrid invariant, then this invariant should be validated with respect to this design variable. In addition, other parts of the hybrid invariant, which include either design or non-design variables, also need to be validated because of change propagation. On similar lines, change propagation from this variable to other variables which are present in other invariants also to be identified. If any invariants are affected by this change, then they also have to be validated.

The proposed technique reduces the number of invariants to be considered for validation as a part of proving the correctness of a program.

Assume that there are ten variables in a method, a1, …, a10. Among which, six are non-design variables and four are design variables. When a change has occurred to one of the six non-design variables then it is sufficient to consider only the invariants in which this non-design variable takes part. Earlier all the invariants were used to consider for validating the correctness of a program. So, by using the proposed technique the number of invariants that are to be considered are reduced, which influence the time and effort required. As well concentrating on unimportant properties of other invariants is avoided. Similarly, change to a design variable can also be addressed.

**8. CONCLUSIONS**

By ignoring irrelevant variables and irrelevant invariants time required to spend by the tools on irrelevant variables and their properties is reduced. This research has developed and implemented a metric suite for categorizing variables into two different types. This further improves the speed and efficiency of the tools by reducing the effort. These metrics are analytically validated against Weyuker properties. Proposed metrics suite is applied over two case studies and the results are presented.

As a part of future directions two extensions are considered for the above work. First one is, how the proposed technique is useful to reduce the effort, time and number of invariants is to be observed. For this purpose, a wrapper is to be developed and required to integrate with Daikon tool. Second one is, change is inevitable for any software system. Therefore, whenever a change occurs it has to be propagated to related artifacts. Hence, how these invariants are useful in change propagation can be explored.
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