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ABSTRACT

In Virtualized Data Center (VDC), a single Physical Machine (PM) is logically divided into one or more
Virtual Machines (VMs) that share physical resources. Therefore, dynamically resource provisioning plays
an important role in VDC.  Moreover the resource provider would like to maximize resource utilization,
which forms a large portion of their operational costs. To achieve this goal, several consolidations can be
used to minimize the number of PMs required for hosting a set of VMs. However, consolidation is often
undesirable for users, who are seeking maximum performance and reliability from their applications.
These applications may indirectly increase costs due to under-provisioning of physical resources.
Moreover frequent Service Level Agreement (SLA) violations result in lost business. To meet SLA
requirements, over provisioning of resources is used. However, if the services do not use all the CPU they
have been allocated; the provider will suffer from low resource utilization, since unused resources cannot
be allocated to other services running in the provider. Therefore VM provisioning is the most vital step in
dynamic resource provisioning. In this paper, correlation based VMs provisioning approach is proposed.
Compared to individual-VM based provisioning, correlation based joint-VM provisioning could lead to
much higher resource utilization. According to the experimental results, proposed approach can save
nearly 50% CPU resource in terms of overall CPU utilization.
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1. INTRODUCTION

Recent advances in hardware virtualization technologies enable VDC to consolidate the workload
of the active virtual machines (VMs) into a small set of powerful servers in order to reduce the
maintenance cost of the data center. However, such cost saving comes with the sacrifice of the
VMs’ Quality of Service (QoS). In this case, efficient server consolidation plays an important role
in VDC.

Server consolidation has emerged as a promising technique to reduce the energy costs of a VDC
and server consolidation can have a significant effect on overall data center performance. It is
based on the observation that many enterprise servers do not maximally utilize the available
server resources all of the time, and virtualization technologies facilitate consolidation of several
physical servers onto a single high end system for higher resource utilization.
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Co-locating applications (or virtual machines), perhaps in individual virtual machines, thus allows
for a reduction in the total number of physical servers, minimizes server sprawl as well as the
total data center space requirements. Consolidation not only can increases the total resource
utilization at server but also can reduces the total power consumed by the applications because
existing servers are not energy proportional, i.e., a significant amount of power is consumed even
at low levels of utilization. Consolidation thus provides an opportunity to reduce the overall
power consumed by operating the servers in a range with a more attractive performance and high
resource utilization.

Generally, there are 3 types of server consolidation: static, semi-static and dynamic consolidation.
In static consolidation, applications (VMs) are placed on PMs for a long time period (e.g. months,
years), and not migrated continuously in reaction to load changes. In semi-static consolidation,
these applications are placed based on a daily or weekly basis. However, dynamic consolidation
spans a couple of hours and requires a runtime placement manager to migrate VMs automatically
in response to workload variations [4].

When a VM controller needs to create and deploy a set of VMs on a set of PMs, server
consolidation is performed. The goal of server consolidation is to determine a mapping of VMs to
physical hosts such that the minimum numbers of hosts are used. Existing consolidation schemes
consist of two steps: estimating the future size for each VM, and placing VMs on physical hosts.
The first step, estimating VM size, is usually solved by first forecasting the future workload, then
finding a capacity size that can sufficiently cover the forecasted workload. The second step, VM
placement, usually requires solving a bin packing type of problem. Specifically, since each VM
carries a size and each physical host has fixed capacity, the VM placement problem is equivalent
to packing items (VMs) into the smallest number of bins (hosts) without violating the size limit
on each bin. In practice, VM placement is tackled by either heuristics or solving an integer
programming problem [11]. By exploiting VM multiplexing, it is possible to achieve even more
compact consolidation. Therefore, correlation based VM multiplexing approach is proposed in
which VMs are consolidated and provisioned together, based on their aggregate capacity needs.
Correlation based VM provisioning (CBP) exploits statistical multiplexing among the dynamic
VM demand characteristics. We also evaluate the effectiveness of the proposed approach against
a First-Fit Decreasing (FFD) approach.

The rest of the paper is structured as follows: Section 2 presents the related work of this paper.
Section 3 describes dynamic resource provisioning system for VDC. System evaluation is
presented in section 4. It is followed by conclusion in section 5.

2. RELATED WORKS

Some related work of VM sizing and placement in VDC are presented in this section.
S. Govindan et al.[8] presented models for estimation of the CPU usage when dispersed VMs are
moved to collocated placement. First, they empirically demonstrated and quantified the resource
savings due to collocation of communicating VMs and then they build models based on different
resource usage micro-benchmarks to predict the resource usages when moving from non-
collocated placements to collocated placements and vice-versa. These models are general enough
to be applicable to any application hosted in a virtualized environment.

Meng et al. [11] proposed a joint-VM provisioning approach in which multiple VMs are
consolidated and provisioned based on an estimation of their aggregate resource need. Verma et
al. [3] presented a power-aware application placement methodology and system in the context of
a runtime placement controller. Verma et al. [4] presented two new consolidation methods that
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take both load correlation and dynamics into VM placement considerations. Bobroff et al. [7]
outlined a systematic approach to identify the servers that are good candidates for dynamic
placement, and present a mechanism for dynamic migration of VMs based on a load forecast.
Govindan et al. [9] proposed to consolidate VMs based on their communication patterns. S.
Govindan et al. used statistical multiplexing of applications to identify applications that fit into
given power budgets [8].

In this paper, we apply VM multiplexing to consolidate VMs more densely on hosts. This work
provides a general performance model and enabling techniques that ensure the application
performance is not degraded by correlation based VM multiplexing.

3. DYNAMIC RESOURCE PROVISIONING SYSTEM FOR VDC

To place VMs on PMs, we have to know their resource requirements. Moreover, in VDC, the
workload on servers changes over time which may change the resource requirements of VMs.
To provide desired performance of applications with efficient resource utilizations in data-center,
VMs sizing is the most vital step. The objective of VM sizing is to ensure that VM capacity is
commensurate with the workload. While over provisioning wastes costly resources, under-
provisioning degrades application performance and may lose business. There are number of
factors that we have to consider during VM sizing, most of which are given in Service Level
Agreement (SLA) for the user’s applications running in VM.

There are many important parameters that should be defined in the SLA such as CPU capacity,
memory size, availability, response time, etc. In this paper, we emphasize on computing capacity
(CPU) of a resource provider to specify fine-grain QoS guarantees. Figure (1) shows the
procedure of VMs placement in VDC in the form of flowchart.

Figure 1. Procedure of VM Placement in VDC

Correlation Based Provisioning (CBP) approach is used to place VMs on PMs. For a given set of
VMs, correlation matrix (C) is built based on the historical resource demand behaviour of each
VM. To consider the correlation between a pair of VMs, Pearson correlation coefficient is used.
In this case, we consider VM pairs with strong negative correlations as good candidates for VM
multiplexing because a negative correlation indicates that these VMs demand behaviour changes



International Journal of Computer Science & Information Technology (IJCSIT) Vol 5, No 1, February 2013

98

in opposite directions.  Therefore, we combine VMs with not similar temporal peaks and troughs
pattern. Therefore unused resources of a low utilized VM can be directed to the other co-located
VMs at their peak utilization. Although there are additional virtualization overheads associated
with scheduling depend on the number of VMs, CBP is suitable for VM sizing and placement.

3.1. CPU Based Service Level Agreement

A Service level agreement is a document that includes a description about agreed service, service
level parameters, guarantees, and actions and remedies for all cases of violations [2]. The SLA is
very important as a contract between consumer and provider. The main idea of SLAs is to give a
clear definition of the formal agreements about service terms like performance, availability and
billing.

In VDC, there are many different architectures: processor models, each of them with different
clock frequencies, etc. For this reason, a good resource level metric has to be platform-
independent so it can be used in all these architectures. In this section, we describe our approach
for unifying computing capacity (CPU capacity) metrics among machines with heterogeneous
architectures.

Commonly, to measure the computing capacity of a machine, megahertz has been used. However,
computing power is depending on the processor architecture and it does not directly measure. For
instance, using this measure an Intel Pentium III with 500 MHz would be 20 times slower than an
Intel Xeon 4-core with 2.6 GHz ( 4.2600 / 500 = 20.8). However, a simple performance
comparison (e.g. BogoMips [10]) demonstrates that it can be up to 40 times slower ( 45322.2 /
499.71 = 42.6).

In order to consider the heterogeneity of the different processor architectures, Amazon uses EC2
compute units (ECU) in its services [1]. For CPU-related SLA metrics among heterogeneous
machines we use ECUs in this work. The maximum computing capacity of ECU associated
machine is measured by using .

3.1.1. Derivation of CPU-based SLA Metric

Traditionally, over provisioning of resources is used to meet SLA requirements. However, since
servers operate most of the time at very low utilization level, it leads to waste of resources in non-
peak times. This over provisioning of resources results in extra maintenance costs including
server cooling and administration [6]. Today, most of the data centres run different types of
applications on separate VMs without any awareness of their different SLA requirements such as
deadline, which may result in resource under-utilization and management complexity.

In this paper, we derive a resource-level metric for specifying QOS guarantees regarding the
computing capacity (CPU). To achieve better resource utilization in the provider, it allows the
provider to implement dynamic resource provisioning and allocate to the different services only
the amount of CPU they need. In fact, most of them only support SLAs with very simple
metrics based on resource availability. It particular, metrics related to the provider’s CPU is
especially susceptible to naïve usage. In the SLA establishes, the provider must maintain the
agreed metric during the whole execution of the service whether the applications use all allocated
capacity during some phases of its execution [5].

The user is only required to specify the computing performance he requires, which will be
accepted by the provider if he is able to provide that performance. The allocated CPU (CPUA) can
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vary over time depending on the provider’s status, and it is periodically obtained by means of the
monitoring subsystem.

In Equation (1), we introduce the metric, in which CPUA to the application is greater than or equal
to the required capacity (CPUR ) at time t. Otherwise, SLA violation  (SLAV) will occur. After
that we find number of intervals (VI) which are violated SLA agreement value. However SLA
could be violated in two situations in this case. First, real violation, when the provider assigns to
the service an amount of CPU that is not enough to fulfil the SLA. The provider is responsible for
it, and must pay the corresponding penalty. Second, although the provider assigns to the service
an amount of CPU that should be enough to fulfil the SLA, the service does not use all the
assigned CPU. This can be defined fake violation, since the provider is not causing it, and for this
reason, he should not pay any penalty.

We consider the real SLA violation (SLARV). Therefore we calculate real SLA violated intervals
(SLARVI).

SLARVI = α < VI (2)

In equation (2), α factor acts as a SLA agreement value to calculate when the service is
considered to be violation of SLA agreement or not. A penalty q will incur if number of such
violation increases beyond a threshold α.

The SLA is evaluated every time interval and the real SLA violation is calculated by using
equation (3). Hence, SLAV is defined as SLA violation and VI stands for the number of SLA
violated interval. If the SLA is violated in every time interval, maximum number of SLA
violations occurs.

3.2. Correlation based VM provisioning (CBP)

There are many applications which are running in VDC. The workload on applications changes
over time and they do not fully utilize the available physical resources all the time. There is high
probability that the workloads of these VMs reach at peak level at the same time.

Obviously, an important factor contributing to the realized capacity savings with VM
multiplexing is the way VMs are combined:  a method that combines VMs with similar temporal
peak and trough patterns cannot achieve savings compared to a method that identifies and favours
VMs with complementary temporal behaviour.

Therefore, correlations among VMs need to be considered during VM sizing and placement to
avoid SLA violations and reduce migration cost. The workloads of some applications are periodic
or stable for a specific period of time. So we can predict the CPU requirements of VMs
containing such applications based on historical CPU utilization statistics.

When the size of VMs has been known, the next step is to place VMs on the minimum number of
PMs. In this case, we calculate the Correlation matrix among VMs. CPU utilization traces of
VMs and parameter in the SLA model are taken as input to the CBP. These traces have been
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taken as slices of time series t0,t1,....,tn. Based on these traces, it allocates CPU resource to VMs.
CBP uses Correlation variable which imposes constraint on correlation between VMs. The
correlation between a pair of applications (VMs) with time-series {x1,x2,...,xn} and {y1,y2,...,yn} is
represented by the Pearson correlation coefficient :

Cxy = (4)

Firstly, correlation matrix C is built based on the CPU utilization behaviour of each VM. In this
case, positive correlations of VMs pairs indicate that these VMs demand behaviour are similar
and negative correlation of VMs pairs indicate that these VMs demand behaviour changes in
opposite directions. Therefore, VM pairs with strong negative correlations are considered as good
candidates for VM multiplexing.

(a)

(b)
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(c)

Figure2. (a), (b) and (c) CPU Resource Requirement of VM-1, VM-2 and VM-3

Figure3. Aggregate CPU Resource Requirement of VMs

Figure (2) and (3) depict an example with three sets of VM which are selected from the
production data centre. Figure (2) illustrates the monitored CPU demand of each VM over a 24
hour period. This figure also depicts with the capacity bound required by each VM that is based
on conservatively satisfying peak demand of each VM. However, the peaks of each VM occur at
different time. Based on this capacity model, the total capacity required for this three VM is
108%. Figure (3) shows the aggregated CPU requirements of three VMs when they are jointly
provisioned. Here we observe the total capacity required to satisfy the demand of all the three
VMs is only 72%, a dramatic improved compared to the separate provisioning.

4. SYSTEM EVALUATION

In this section, we demonstrate and evaluate CBP with three datasets and demonstrate its
substantial benefits with dramatic improvements in resource use efficiency.
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4.1. Experimental Setup

To demonstrate the effectiveness of proposed CBP approach, we used trace collected from a
commercial data centres. It includes 10- thousand VMs and spans 3 years (2007, 2008, 2009).All
the evaluations are based on this dataset. These data are tasted on the test bed which is shown in
Table 1.

Table 1. Specification of Test Bed

Test Bed

PM 2.3 GHz Intel processor

128 GB of RAM

VM 1.3 GHz CPU

16 GB of RAM

The data centre had a large number of datasets and, firstly, we extract the server information from
this dataset. VMsSuit 1 contains 255 VMs and in VMsSuit 2, which contains 1000 VMs. The
purpose of this experiment is to try various VM provisioning schemes by consolidating these
VMs into the hosts.  The detailed information about the applications running in the data centre
and the virtual server to physical server mapping are withheld for privacy and business reasons.
Then we analyze the nature of datasets. Figure (4) shows the demand trace of dataset 1 and Figure
(5) and Figure (6) show that of dataset 2 and dataset 3.

Figure 4. Workload Demand Patterns of Dataset 1
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According to Figure (4), we note that not all resource usage is high peak usage in Dataset 1.
Firstly we analyze the resource usage pattern of Dataset1. In this Dataset, 72.8 % of all VMs have
low resource usage pattern and only 7.2% have peak usage pattern.

Figure 5. Workload Demand Patterns of Dataset 2

However, in Dataset 2, 72% of all VMs have CPU resource usage pattern with different high
peaks and valleys and 28 % of all VMs have peak usage pattern. In Dataset 3, 92% of all VMs
that exhibit demand patterns with different high peaks and valleys according to Figure (5) and
Figure (6).

Figure 6. Workload Demand Patterns of Dataset 3
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4.2. Experimental Results

By exploiting CBP approach, it is possible to achieve even more compact consolidation. We
evaluate the quality of the proposed approach against a FFD approach. Figure (7) and Figure (8)
demonstrates the comparison of capacity saving between CBP approach and FFD approach of
VMsSuit 1 and VMsSuit 2 respectively.  For this evaluation, we assumed a provider that is able to
predict the future VM demand.

Figure 7. Total Required Capacity of CBP and FFD

According to the experimental result of Figure (7), CBP approach is suitable for Dataset 2 and
Dataset 3 not for Dataset 1.In Dataset 1, most of the resource usage patterns are not peak and
valley. There are VMs that exhibit demand patterns with different high peaks and valleys in
Dataset 2 and Dataset 3. In our experiment, the more physical machines are used by using CBP
than FFD in Dataset 1. However, in Dataset 2 and Dataset 3, the usage of physical machine of
CBP approach is lower than FFD. Therefore, we note that CBP approach is more suitable for
VMs that exhibit demand patterns with different peaks and valleys. However it might not be
applicable for off peaks usage pattern.
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Figure 8. Total Required Capacity of CBP and FFD

According to the figure (8) of the experimental result, CBP approach can save nearly 50% CPU
resource in terms of overall CPU utilization. Although CBP incurs an overhead in the
computation of correlation for all VM pairs, the more VMs with high peaks and troughs resource
usage pattern get, the more capacity saving achieved in CBP approach.

4.3. SLA Evaluation

The violation of the SLA specified by the capacity requirement is also considered. With
forecasting, the actual CPU usage in future time horizon could be potentially greater than the
given allocated CPU (CPUA) and thus leads to SLA breach. Figure (9) shows the percentage of
VMs with the actual CPU usage exceeding the given CPUA . Overall more than   87 % of the
VMs still meet their SLA based on CBP approach. In these experiments, we have considered that
α = 0.2 and 0.3 these correspond to the 80% and 70% of CPU agreement in Equation 2.

Figure 9.  SLA Violations (%) vs Number of VMs with Different SLA Agreement Value
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5. CONCLUSIONS

In this paper, correlation based VMs provisioning model is proposed for reducing the
maintenance cost of VDC. Experimental evaluation revealed that our model leads to significant
reduction in the number of active physical hosts compared to that of the FFD placement
algorithms. In case of negatively and uncorrelated VMs our model resulted in 30 - 40% reduction
in the number of active servers required compared to FFD provisioning. Whereas in case of a
dataset consisting mostly of positively and non-peak usage pattern, VMs the reduction goes down
about 5% - 10% under FFD approach. Although there is initial placement overhead, our proposed
model is suitable for not only peaks and valleys resource usage pattern but also high resource
usage pattern. Especially, the potential savings occurs if application were sized based on values as
opposed to peak values. Because of the correlation between same applications has significant
positive correlation, therefore, when non-correlated applications are provisioning together, high
capacity saving occur. Therefore correlation needs to be considered during resource provision to
avoid resource underutilization.

In this paper we only discuss VM multiplexing on CPU demand. However server consolidation is
a multi-dimensional bin-packing problem. Therefore, in the future, other resources like disk I/O,
network bandwidth are considered in VM multiplexing. Moreover, the workloads of the servers
change with time which in turn change the resource demands of VMs. Overloaded conditions are
formed in VDC when the resource requirement of one or more VMs on a physical host exceeds
the host’s capacity. Therefore, in the future, in order to detect this condition and provision
resources to overloaded VMs, migration decision model for the virtualized data centre will be
proposed.
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