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ABTRACT

Disease outbreak detection, monitoring and notification systems are increasingly gaining popularity since
these systems are designed to assess threats to public health and disease outbreaks are becoming
increasingly common world-wide. A variety of systems are in use around the world, with coverage of
national, international and global disease outbreaks. These systems use different taxonomies and
classifications for the detection and prioritization of potential disease outbreaks. In this paper, we study
and analyze the current disease outbreak systems. Subsequently, we extract features and functions of
typical and generic disease outbreak systems. We then propose a generic model for disease outbreak
notification systems. Our effort is directed towards standardizing the design process for typical disease
outbreak systems.

KEYWORDS

Disease Outbreak Notification System, Taxonomy, Modeling, Health Systems. ETL, Databases.

1. INTRODUCTION

Disease outbreak detection, monitoring and notification systems are increasingly gaining
popularity since these systems are designed to assess threats to public health and disease
outbreaks are becoming increasingly common world-wide. A variety of systems are in use around
the world, with coverage of national, international and global disease outbreaks. These systems
use different taxonomies and classifications for the detection and prioritization of potential
disease outbreaks. The prime purpose of these systems is ensuing quick detection of possible
outbreaks and epidemics.

According to World Health Organization (WHO) [1], the widespread persistence of outbreaks
such as MERS, SARS, H5N1 etc., poses immense risks for human life. An unforeseen disease
outbreak could lead to a threat on a global scale.  A number of factors contribute to this threat
including the ability of the disease to mutate into new subtypes, the possibility of the disease to
turn highly infectious for humans and the lack of timely response to develop immunity.  As per
WHO guidelines and recommendations, in the event of an outbreak, member countries are
obliged to notify within 24 hours epidemiological information with regards to
occurrence/reoccurrence of listed notifiable diseases, the occurrence of a new strain of a listed
disease, a significant change in the epidemiology of a listed disease, or the detection of an
emerging disease.

It is apparent that the increasing threat of disease outbreaks significantly increases the need to
provide timely and accurate information to WHO and public health professionals across many
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jurisdictional and organizational boundaries. Also, the increasing frequency of biological crises,
both accidental and intentional, further illustrates that Disease Outbreak Notification System
(DONS) needs to be in place to meet the challenges faced by societies across the world. These
systems should detect, monitor, prepare, and respond to a disease outbreak. There a large number
of systems in existence that detect and prioritize potential disease outbreaks. Various DONS have
been designed with different objectives, features and functions. There is no clear and standardized
approach in the design and implementation of such systems.

Our effort in this paper is directed towards standardizing and proposing a model to be used as a
reference when designing DONS in future efforts. We focus on various DONS that use different
taxonomies and classifications for the detection and prioritization of potential disease outbreaks.
We study and analyze the current systems. Subsequently, we extract features and functions of
typical and generic systems under the DONS umbrella. We then propose a generic model for
DONS.

2. OVERVIEW OF DISEASE OUTBREAK NOTIFICATION SYSTEMS

The evolution of DONS show a taxonomy that covers various geographies, functions and features
based on system and user requirements. BioSense is an Internet-based software system that
supports early detection of disease outbreaks by providing techniques for near real-time reporting,
related analytics, implementation and automated outbreak detection on a national level. BioSense
system collects and evaluates data from ambulatory, clinical laboratory test orders and results
from Laboratory Corporation of America laboratory. It presents, summarizes, and visualizes data
and analytical results through graphs, maps and tables based on day, source, state, disease type,
and metropolitan area. The latest version of this application is BioSense 2.0 which provides data
in a distributed cloud computing environment. [2]

The Computer Assisted Search for Epidemics (CASE) is a framework for computer supported
outbreak detection. The system developed and currently in use at the Swedish Institute for
Communicable Disease Control (SMI) obtains data from SmiNet and performs daily surveillance.
It is open source software that removes the personal identification and includes only the specific
variables in the CASE database. The system performs outbreak detection in two steps: step 1
identifies different statistical algorithms that detect unexpected or unusual number of cases from
collection of patient reports for a particular disease and step 2 initiates an investigation by an
epidemiologist (a human expert). If CASE detects an outbreak, step 2 aids in determining whether
the detected outbreak indicates an actual outbreak. In some cases, it might be able to detect
outbreak diseases earlier than epidemiologists. Moreover, it might detect certain outbreaks that
human experts would have overlooked. [3]

Another system, the National Notifiable Diseases Surveillance System (NNDSS) was launched in
1990 and managed by the Australian Government under the support of the Communicable
Diseases Network Australia (CDNA). NNDSS collects, analyses, and disseminates data on
communicable diseases.  NNDSS is involved in national and international health practice and
processes public health data through CDNA and other main stakeholders directly into the health
system. It has been utilized to notify public health action, especially for the diseases that can be
prevented through vaccination. Surveillance epidemiologists analyse the collected data from
various jurisdictions every fortnight. In terms of reporting, various reports are placed on the CDA
website to be available for public access. Data analysis and reports are also disseminated upon
requests from the public, community groups or research organizations. [4]
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HealthMap is another major system that facilitates the monitoring of global infectious diseases.
As described by Freifeld et al. [5], this system uses a wide variety of online formal and informal
information sources and channels such as Google News, ProMED, GeoSentinel etc. to collect and
aggregate content in several languages which is then classified by infectious disease agents,
geography and time. The system is based on open-source products, both for its development
(Linux, Apache) and its continued use (Google Maps, Google Translate API, etc). The
classification mechanism is entirely automated, and is based on algorithms that use factors such
as the frequency and time frame of alerts as well as the number of sources reporting the
information to identify potential health events. An option is also provided for users to report
outbreaks of infectious diseases in their region.

Another novel approach for the detection of disease outbreaks and their forecasting is the
INFERNO system, short for Integrated Forecasts and Early Enteric Outbreak. Nauvoma et al. [6]
describe this system in their paper, explaining the use of a concept known as an “outbreak
signature” that allows for the forecasting of outbreaks using existing knowledge of infectious
disease epidemiology. The existence of the signature is based on the highly habitual nature of
infectious disease events, and can be used to generate a long-term forecast. They further elaborate
upon the four components of the system – training, warning and flagging, signature forecasting,
and evaluation – each of which contribute to the observational knowledge about the nature and
incidence of infection. The INFERNO system effectiveness in predicting an outbreak has been
highlighted in the paper via the incidence of a substantial waterborne gastroenteritis disease
outbreak in Milwaukee, Wisconsin in 1993. The system is slated to improve as information about
infectious disease incidence and exposure increases, with improved predictions of outbreaks and
greater accuracy.

Zelicoff et al.[7], in their paper, present the Rapid Syndrome Validation Project (RSVP), a system
that allows for early detection of outbreaks and emerging biological threats. It is a collaboration
project of several institutions: the Sandia and Los Alomos National Laboratories, the University
Of New Mexico Department Of Emergency Medicine, and the NM Department of Health Office
of Epidemiology. The system is built using Java and is platform-independent, and can be run with
both a standalone Java database and a relational database such as Oracle for flexibility in
deployment.

The RSVP system relies primarily on reports by medical personnel and provides an interface
through which physicians quickly and easily enter clinical and demographic information about
patients showing unusual or atypical symptoms and syndromes. This information is then used to
assess potential emerging epidemics or outbreaks and send out early warning alerts to local
departments of health for necessary investigation. The system also allows physicians to stay
informed of new health alerts, as well as provides them feedback of any similarities between their
reports and previous reported cases. The system facilitates the exchange of information between
medical personnel and increases their involvement in disease and outbreak control.

In total, as part of our team effort, we identified and analysed 21 systems that were placed under
our classification of DONS category. To match space requirements, only the study of a few
systems has been presented in this section. However, in the next section we have included the
taxonomy and analysis of all 21 systems.

3. GENERIC ARCHITECTURE & DESIGN OF DISEASE OUTBREAK SYSTEMS
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In this subsection, we present the detailed architecture, function and technical features of
the DONS system. Disease outbreak notification systems, in a generic format, collect, detect
or relay disease outbreaks by majorly following the activity workflow illustrated in Figure 1
Figure 1 [30]. A physician initiates by sending a laboratory specimen to a microbiologist or an
epidemiologist in the local or provincial laboratory. The laboratory then sends back the results to
the physician. If the results are positive to one of the listed diseases, then the physician or the
provincial laboratory notifies the local, regional or provincial health unit.

Figure 1: Disease Outbreak Activity Workflow

The notifications generated by the disease outbreak systems are further processed for
distribution, through an escalation mechanism to varying categories of recipients as

illustrated in Figure 2
Figure 2. When any health related event is detected, then primary control measures are taken at
the local community level or at the district level. The event is also reported to the provincial
public health center where the event is investigated and additional control measures are taken.
The provincial public health center then reports its findings to the national public health center
which conducts formal assessment and takes containment and control measures. The national
public health center may then report to an international public health center which takes other
control measures and makes further recommendations.
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Figure 2: Disease Outbreak Escalation Mechanism

4. ANALYSIS & TAXONOMY OF DONS

In developing the taxonomy covering the numerous implementations of DONS across the world,
we identified major criteria for categorizing these systems. This section describes a taxonomy
based on how, when, and where metrics of the 21 DONS we have analyzed. The “how” metric
presents system features such as detection techniques, transparency, various layers of granularity,
and disease coverage.  The “when” metric looks at issues such as whether the systems, based on
time frames, are static or dynamic, and whether the detection analysis is relayed in real time. The
“where” metric is concerned with the geographical coverage and whether the system’s detections
and analysis are complete. As a consequence of the disease outbreak workflow analysis, we
observed that most systems address the targeted recipients through a process of applying several
metrics. Figure 3 below illustrates six metrics applied to notifications in most of the disease
outbreak notifications systems.

Figure 3: Disease Outbreak Notification Metrics

After a detailed study of many DONS, we identified a number of important features. We then
classified the features into dimensions and then dimensions into categories. We classified all the
features into 4 categories, namely the Collection & Analysis category, the Core Functions
category, the System features category, and Support Functions category.



International Journal of Computer Science & Information Technology (IJCSIT) Vol 6, No 4, August 2014

142

The features in the first category, which is the “Collection & Analysis” category, are about who
owns the data, where each datum comes from, how the data is collected, what the data format is,
and how the data is analyzed. Table 2Error! Reference source not found. shows the dimension
and the description of each feature in this category.

The features in the second category, the “Core Functions” category, are about how a disease
outbreak is detected, confirmed, registered, and interpreted. They are also about how the detection
is reported, formatted, communicated, and who the target entities are. Table 3Error! Reference
source not found. shows the dimension and the description of each feature in this category.

The third category, which is the “System Features” category, consists of features which are about
completeness, timeliness, usefulness, mobility, reliability, flexibility, and others. These features
are described in Table 4Error! Reference source not found..

The last category, which is the “Support Functions & System Interfaces”, includes features
related to implementation, monitoring, reporting, and evaluation standards, training,
communication, evaluation, and administration. It also includes features related to how the system
interacts with external actors.
3.1 CATEGORIZATION OF CURRENT DONS

The study and analysis of DONS and related systems must provide a mechanism to categorize the
functionalities, features and capabilities of these systems. The major criteria for inclusion of the
systems in our study were based on four categories that were developed to classify the systems.
The four categories are: Collection & Analysis, Core Functions, System Features, and Support
Functions. The Collection & Analysis category classifies the systems based on who owns the
disease data, where such data comes from, what is the data format, and how the data is collected
and analyzed. Table 1 shows the dimension and the description of each feature in this category.

Table 1 : Features of the “Collection & Analysis” category

Category Dimension Feature Description

C
ollection &

 A
nalysis

Collection

Stakeholders
System owners & users including  health-care
providers, other DONS systems, experts, institutions,
local & regional health authorities

Data Sources
Health institutions such as hospitals, clinics,
laboratories and pharmacy

Collection
Strategy

Surveillance disease list, collection objectives,
collection methods, data cleansing and
transformation strategy

Data Formats

Standard data formats (e.g., XML, Standard Storage
Format [SSF] for GPS files; Tagged Image File
Format [TIFF] or Joint Photographic Experts Group
[JPEG] for photographs; and Excel or InfoPath
formats for electronic forms).

Analysis

Computation
Detection
Algorithms

Detection algorithms capable of analyzing
epidemiological and laboratory data

Statistical
Analysis

Statistical analysis (e.g.  Threshold, SaTScan
Poisson, SaTScan Space-Time permutation, and
Farrington)

Table 2 : Features of the “Core Functions” category

Category Dimension Feature Description
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C
ore F

unctions

Case-Level
Detection

Defined process to identify individual cases as
isolated cases or contributing to outbreaks

Confirm &
Register

Capacity to register/confirm as outbreak cases
based on epidemiological and laboratory data

Group-Level

Signal
Extraction

Generate statistically significant signals based on
grouped data for identifying outbreaks

Interpretation
Interpret signals as outbreaks and map to
appropriate alert and epidemic thresholds  for
public health action

Reporting
Report confirmed outbreaks in a timely manner
based on urgency

Notifications

Communication
Procedures

Appropriate and standard communication methods
& medium to ensure delivery to identified
stakeholders

Target Entities
Appropriate entities such as health-care providers,
other DONS systems, experts, institutions, local &
regional health authorities

Output/
Message
Formats

XML, Standard Storage Format [SSF] for GPS
files; TIFF or JPEG for photographs; and Excel or
InfoPath formats for electronic forms; & pdf

The Core Functions category identifies how a disease outbreak is detected, confirmed, registered,
and interpreted. In addition, this category also outlines how the detection is reported, formatted,
communicated, and who the target entities are.

Table 2 shows the dimension and the description of each feature in this category. The System
Features category consists of features such as completeness, timeliness, usefulness, mobility,
reliability, flexibility, and others. These features are described in Table 3.

The last category Support Functions & System Interfaces includes features related to
implementation, monitoring, reporting, evaluation standards, training, communication,
evaluation, and administration. It also includes features related to how the system interacts with
external actors. These features are described in Table 4.

Table 3 : Features of the “System Features” category

Category Dimension Feature Description
System

 Features

Attributes

Completeness
Completeness of case reporting, reporting  sites
and notification form

Timeliness
Data submitted in a timely manner e.g.
(immediately, weekly and monthly reporting) to
investigate and implement control measures.

Usefulness
The value of data to use in detecting and
responding to outbreak in appropriate time

Real-time
Monitoring the case sources reporting and other
functions in real time, helping to identify and
investigate outbreaks in real time

Coverage
The system can be used at various levels e.g. state,
region, country, continent or global level

Portability
The system can be run in multiple platforms and
uses data standards such as XML

Sensitivity
Sensitive to detect all possible cases/patterns for
known and unknown diseases and report to the
notification system
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Availability
Availability of system to be used at anytime,
anywhere depending on its area of coverage

Accessibility
Access the system through various platforms such
as web browsers, smart devices etc. and by system
staff to support and maintain the system

Usability
The system can be used by predefined users to
effectively and efficiently respond to outbreaks.

Interface
Design

System Interface is easy to use, easy to
understand, and allow users to achieve their needs
through intuitive interfaces .e.g. (GUI)

Mobility
Native support for mobile devices such as smart
phones, tablets etc.

Flexibility
Ability to change and modify to detect new
outbreak cases,  modifying and redefining case
definitions and threshold values

Specificity
Ability to detect false positive and false negative
cases

Table 4 : Features of the “Support Functions & System Interface” category

5. CRITICAL FEATURES IN DONS

Category Dimension Feature Description

Support Functions &
 System

 Interfaces

Support
Functions

Standards

Use of standards for implementation,
monitoring and evaluation, reporting (e.g.
guidelines for priority diseases, action
thresholds, data management tool, and
guidelines for outbreak detection …)

Training
Training users and staff to use the system e.g. (
laboratory, epidemiology and health care
persons, administrators)

Communication
Effective and appropriate medium at each level
to support reporting and feedback functions

Monitoring  &
Evaluation

Monitor and evaluate the system to ensure that
all planned activities for system are on track

System
Administration

Controlling and maintaining the system and
ensuring that all activities are executed
according to schedule

Networking
&
Partnerships

Experts &
Institutions

Support for an expert who is a physician or a
health professional who is expert in an
identified disease; when DONS detects a
potential disease outbreak, it notifies a number
of experts and/or institutions of the disease by
sending messages to their mobile phones

Coordination
Coordinating between the stakeholders and
implementers for using the system in an
effective way

Feedback
Collection and processing of stakeholder
response to newsletters, bulletins and
supervisory visits
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As stated earlier, the functionalities and features listed in Tables 1 to 4 were identified based on
various features and functionalities that exist in the current DONS. In order to be accurate, an
initial scan of all the functionalities and features were collected and filtered to come with teh list
of critical features required in a DONS.

The objective of this exercise was to include, through a rigorous process, all functionalities and
features critical to a DONS system and then analyse the current DONS based on their adherence
to the entries in the Tables 1 to 4.  The justification for inclusion of the features as critical was
based on several criteria including functional, technical, geographical and system factors.

We analyzed and classified 21 systems through this process. The result of our analysis is
presented in Tables 5 and 6. This analysis was done through a detailed study of all the system by
analyzing information from multiple sources. In order to ensure that the data collected during
analysis is accurate, we carefully validated each feature mentioned in Tables 5 & 6 from more
than one source. The primary references are listed in the first column of the two tables. Additional
secondary references were also used in validating the contents of Tables 5 & 6.

Table 5 : Main features of existing major DONS
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Collection & Analysis Core Functions

Collection Analysis
Case-
Level

Group-
Level

Notifications

R
eference

System Name

Stakeholders

D
ata Sources

C
ollection Strategy

D
a ta Form

ats

C
om

putation D
etection

A
lgorithm

s

Statistical A
nalysis

D
etection

C
onfirm

 &
 R

egister

Signal E
xtraction

Interpretation

R
eporting

C
om

m
unication

Procedures

T
arget E

ntities

O
utput/M

essage Form
ats

[8] Aegis       
[9] Argus    

[10] BioAlirt       
[11] BioDefend  
[12] BioPortal        
[2] BioSense            

[13] BioStorm          

[14] BTsurveillance      

[3] Case            

[15] Distribute        

[16] EARS      

[17] Essence II             

[18] EWRS    

[5] HealthMap       

[19] TESSy          

[6] Inferno     

[20] NEDSS   

[4] NNDSS   

[42] RODS           

[7] RSVP        

[21] SmiNet      
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Table 6 : More main features of existing DONS

System Features Support Functions &
System Interfaces

Attributes
Support

Functions

Networking
&

Partnership
s

R
eference

C
om

pleteness
T

im
eliness

U
sefulness

R
eal -tim

e
C

overage
Portability
Sensitivity

A
vailability

A
ccessibility
U

sability
Interface D

esign
M

obil ity
Flexibility
Specificity
Standards
T

raining
C

om
m

unication
M

onitoring  &
 E

valuation
System

 A
dm

inistration

E
xperts &

 Institutions

C
oordination

Feedback

[8] Aegis         

[9] Argus       

[10] BioAlirt        

[11] BioDefend    

[12] BioPortal             

[2] BioSense                     

[13] BioStorm            

[14]
BTsurveillanc
e

        

[3] Case                 

[15] Distribute          

[16] EARS       

[17] Essence II                     

[18] EWRS          

[5] HealthMap               

[19] TESSy              

[6] Inferno    

[20] NEDSS          

[4] NNDSS      

[42] RODS                   

[7] RSVP              

[21] SmiNet           

As discussed before, DONS are classified as belonging to various categories including collection,
analysis or reporting systems. Some systems are hybrid systems since they combine features, not
necessarily all, from each of these categories. A system that has all the features of all the
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categories is referred to as a complete system otherwise it is classified as a partial system. Based
on the analysis of the systems in our study, Figure 4 shows examples of partial and complete
systems. For example, the Australian NNDSS is a hybrid system where as Swedish SmiNet is
only a data collection system.

Figure 4: Examples of partial and hybrid systems

6. MODEL OF A DONS

We propose that a DONS must detect potential disease outbreaks and notifies preregistered
experts about the outbreak as a mandatory requirement. Based on the taxonomy proposed in the
previous section, we have identified the critical features that the DONS should have to satisfy the
mandatory requirements, referred to as Core Features in Table 7.

Table 7 : Core features of the DONS

Collection & Analysis Core Functions

Collection Analysis
Case-
Level

Group-
Level

Notifications

R
requirem

ents

Stakeholders

D
ata Sources

C
ollection Strategy

D
ata Form

ats

C
om

putation D
etection

A
lgorithm

s

Statistical A
nalysis

D
etection

C
onfirm

 &
 R

egister

Signal E
xtraction

Interpretation

R
eporting

C
om

m
unication

Procedure s

T
arget E

ntities

O
utput/M

essage Form
ats

DONS              
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We also propose that a Disease Outbreak Notification System (DONS), support the additional
features listed in Table 8.

Table 8 : Additional features of the existing DONS

System Features Support Functions & System
Interfaces

Attributes
Support

Functions
Networking &
Partnerships

R
requirem

ents

C
om

pleteness

T
im

eliness

U
sefulness

R
eal -tim

e

C
overage

Portability

Sensitivity

A
vailability

A
ccessibility

U
sability

Interface D
esign

M
obility

Flexibility

Specificity

Standards

T
raining

C
om

m
unication

M
onitoring  &

 E
valuation

System
 A

dm
inistration

E
xperts &

 Institutions

C
oordination

Feedback

DONS                    

4.1 High-Level Design of DONS

DONS interacts with three groups of external actors, namely, case sources, institutions, and
experts. Figure 5 shows the context diagram of the DONS.

Figure 5: The DONS context diagram

A case source is a health unit such as a hospital, a clinic, or a pharmacy which reports cases of
notifiable diseases to DONS. DONS maintains a list of notifiable diseases. A case source reports
diseases in the list of notifiable diseases, but it may also report unknown diseases. The interface
between the case sources and DONS is web-based. To report a case, a case reporter must visit the
secure DONS web page, where he logs in and fills the online form of the disease that he wants to
report.

DONS can share information with local institutions, such as health institutions, research
institutions, universities, and government institutions. DONS can also share information with
international health institutions, such as WHO, and other disease outbreak notification systems.
An example of information that can be shared with international health organizations includes
how to detect a potential outbreak of a certain disease. DONS can also share information about
new outbreak diseases in the Kingdom with selected international health institutions. The level of
information sharing with each institution is different and will be decided by both parties. The
information shared is usually via import and the export of files.
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DONS has a list of experts to whom it notifies potential disease outbreaks. An expert is a
physician, an epidemiologists or a medical professional who is specialized in one or more of the
notifiable diseases. When DONS detects a potential disease outbreak, it notifies the appropriate
experts by sending messages to their preferred way of notification (SMS, email or phone call).
The expert can then login to DONS website and gets more information about the outbreak. He
can also write his feedback into DONS. DONS uses expert feedbacks to improve its accuracy of
detecting potential disease outbreaks and to adapt to new situations.

We propose that a generic DONS must consists of at least eight main modules. These modules are
the Extraction, Transformation and Loading (ETL) module, the DONS database, the detection
module, the notification module, the feedback module, the export and import module, the
operation module, and the learning module. Figure 6 shows the block diagram of DONS.

Figure 6: DONS Block Diagram

The ETL Module receives new cases form the case sources, transforms them and loads them to
the DONS database. New cases are reported by the case sources in one of two ways. In the first
way, the case reporter goes to the DONS login web page, logs in to the DONS and fills the online
form associated with the disease. In the second way, an ETL client process runs regularly in the
case sources machine, scans the source database, and sends new cases of notifiable diseases to the
DONS system. The new case is then stored in the DONS database. If the new disease is not in the
DONS database, its symptoms are inserted into the database and they are also sent to experts.
Figure 7 shows the activity diagram of the ETL module.

Figure 7: The ETL module activity diagram
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The DONS Database Module consists of many tables. Some of its main tables, we propose, are
are: Disease, Symptom, Case, Patient, DetectionAlgorithm, DetectionAlgorithmParameter,
Institution, Expert, HealthUnit, and Feedback. The Detection Module uses a number of statistical
algorithms to detect a potential disease outbreak. Some of these algorithms are: SaTScan Poisson,
SaTScan Space-Time permutation [22]-[24], and Farrington [25]. The detection module uses
different algorithms to detect different disease outbreaks [26]-[29]. Also the actual parameters of
each detection algorithm are different for different diseases. DONS keeps the relationship
between a disease, a detection algorithm, and the corresponding actual parameter in its database
which makes it dynamic. The detection module contains a daemon which regularly checks the
Event table. The Event table contains the events that trigger a particular detection algorithm to
run. The detection algorithm scans the DONS database for any potential outbreaks. If it detects no
potential outbreaks it terminates; and if it detects a potential disease outbreak it send the
information to the notification module, its updates the database, and it terminates. Figure 8 shows
the activity diagram of the Detection Algorithm.

Figure 8: The Detection module activity diagram

When the detection module detects a potential disease outbreak it passes that information to the
notification module.  The notification module then reads the appropriate experts from the
database and notifies them about the potential disease outbreak.  The expert can then login to the
DONS system and read detailed information about the diseases from the notification module.
After the Notification Module notifies an expert about a potential disease outbreak, the expert
evaluates the accuracy of the notification and gives his feedback. The feedback is mainly given
through an online questionnaire and is stored in the DONS database.

The Learning Module enables DONS to handle new diseases and to tune the detection algorithm
actual parameters. It first builds a clustering model by learning the symptoms of the notifiable
diseases. It then uses the model to predict the cluster of a new disease. From the cluster of the
new disease it associates the new disease to a particular detection algorithm and actual parameters
which can then be modified from the feedback of the experts.

The Import and Export Module is the interface between DONS and the institutions that share
information with it. Typical examples of information that are shared by these institutions are
information about new diseases, detection algorithms, and detection algorithm parameter values.
This module consists of a query builder, query processor and information formatter. The query
builder builds the queries that are sent to the institutions. The query processor answers queries
received from the institutions. The formatter formats the information received from the
institutions before they are stored in to the DONS database. The kind of information it shares with
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each institution is stored in the DONS database. Figure 9 (a) shows the Import moduleand Figure
9 (b) shows the Export module.

Figure 9: (a) The Import module (b) the Export module

The Operation Module contains the tools and the personnel that manage, develop, and maintain
the DONS. They personnel include system analysts, developers, database administrators, network
administrators, system administrators, disease outbreak experts, managers, operators and others.

7. CONCLUSIONS

We have presented a study of disease outbreak detection, monitoring and notification systems that
play an important role in assessing threats to public health. The current systems world-wide use
different taxonomies and classifications for the detection and prioritization of potential disease
outbreaks. Based on our study and analysis of the current disease outbreak systems, we extracted
features and functions of typical and generic disease outbreak systems. The paper proposes the
generic model for disease outbreak systems that we believe would be ideal for such systems
design, development and implementation. The entire effort was also directed towards
standardizing the design process for typical disease outbreak systems.
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