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ABSTRACT 

 
Microchannel liquid cooling is a promising technique to handling the high temperature problem of three-

dimensional (3D) processors. There have been a few works which made initial attempts to optimize liquid 

cooling by utilizing non-uniformly distributed channels, variable flow rate, wider channels, and Dynamic 

Voltage and Frequency Scaling (DVFS) combined with thread migration mechanisms. Although these 

optimizations could be better than a straightforward microchannel liquid cooling design, the cooling of 3D 

processors is limited due to design-time and run-time challenges. Moreover, in new technologies, the 

processor power density is continually increasing and this will bring more serious challenges to liquid 

cooling. 
 

In this paper, we propose two thermal control techniques to control hotspots in liquid cooled 3D 

processors: 1) Core Vertically Placed (CVP) technique. According to the architecture of a processor core, 

two schemes are given for placing a core vertically onto multilayers. The 3D processor with the CVP 

technique can be better cooled since its separate hotspot blocks have a larger contact area with the cooler 

surroundings. 2) Thermoelectric cooling (TEC) technique. We propose to incorporate the TEC technique 

into the liquid-cooled 3D processor to enhance the cooling of hotspots. Our experiments show the CVP 

technique reduces the maximum temperature up to 29.58 ºC, and 13.77 ºC on average compared with the 

baseline design. Moreover, the TEC technique effectively cools down a hotspot from 96.86 ºC to 78.60 ºC. 

Furthermore, the CVP technique supports a 30% increase in processor frequency which results in a 1.27 

times speedup of processor performance. 
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1. INTRODUCTION 
 

Three-dimensional (3D) integration has been proposed to reduce the communication delay and 

interconnect power in processors [16]. Previous studies [7][26] demonstrate that significant 

performance speedup can be achieved and the total power consumption is reduced compared with 

a 2D design. However, the vertical integration of multiple circuit layers exacerbates existing 

high-temperature problems. It is well known that extended overheating in a processor damages its  
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Figure 1: Illustration of a microchannel liquid-cooled 3D processor 

 

reliability and eventually shortens its lifetime. Therefore, eliminating hotspots remains one of the 

main challenges in 3D processor design. 

 

Figure 1 illustrates the micro channel liquid cooling to a 3D processor. Heat mainly generates 

from active circuit layers, and the dissipated heat is predominantly removed through the coolant 

in micro channels. With regard to micro channel liquid cooling, IBM has developed a test vehicle 

on which up to 300 W/cm2 of heat flux can be removed experimentally [12]. Although this result 

is inspiring, the cooling of actual 3D processors is limited to some extent due to four challenges: 

 

(1) The effect of liquid cooling itself is non-uniform. For instance, the cooling gets weaker 

along the direction of liquid flow since the liquid is gradually heating up. 

(2) The cooling demand varies significantly inside an actual processor. One example is that 

the cooling demand for the register file is much stronger than the one for the last level cache, 

since the power density of the register file is tens of times that of the last level cache. 

(3) The thermal resistance that exists between the active circuit layer and the coolant is one of 

the main bottlenecks for effective cooling. 

(4) The liquid flow rate, in practice, is limited for two reasons. First, the microchannel is 

relatively fragile, since the width of a channel wall is only about 100 µm. Because a higher flow 

rate requires a comparatively higher pressure drop between the inlet and outlet, the microchannels 

may be destroyed. Second, pump power increases exponentially with the increase of flow rate. 

Therefore, an abnormally high flow rate could result in an unaffordable pump power.  

 

In this paper, we propose two thermal control techniques to enhance the cooling of the liquid-

cooled 3D processors: 

 

• CVP technique: The CVP technique is to divide the circuits of each component (e.g., L1 

data cache) in a processor core into several blocks and place them vertically onto multilayers. 

This technique is effective for challenges (3) and (4). First, the CVP technique reduces thermal 

resistance, since the divided and vertically placed component has a relatively large contact area 

with the horizontal surroundings. Second, a relatively low flow rate can achieve the same cooling 

effect, since the CVP technique helps cooling. To facilitate design, test, and verification, two 

schemes are given for different components in a processor core depending on the architecture of 

the components.  
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• TEC technique: A thermoelectric cooler works as a heatpump, absorbing heat from one 

side and dissipating it on the other using electric energy. The TEC technique is to incorporate 

thermoelectric coolers into the liquid-cooled 3D processor, so that they absorb heat from the 

active circuit layer (i.e. heat source) and release it to the microchannels. Since thermoelectric 

coolers can be activated to cool down hotspots, it is effective for challenges (1) and (2) by 

selectively cooling down high temperature areas. 

 

We evaluated the effectiveness of the CVP and TEC techniques by running groups of benchmarks 

on 3D multi-core processors. According to power and thermal simulations, the CVP 3D processor 

reduces the maximum temperature by up to 29.58 ºC for benchmark 256.BZIP2, and 13.77 ºC on 

average compared with a conventional liquid-cooled 3D multi-core processor. After incorporating 

the TEC technique into the 3D processor, it effectively cools down a hotspot from 96.86 ºC to 

78.60 ºC while running benchmark 256.BZIP2. 

 

The remainder of this paper is organized as follows: Section 2 provides related work. Section 3 

and section 4 describe the proposed CVP technique and the TEC technique individually. Section 

5 explains the experimental methodology. We analyze experimental results in section 6 and 

present our conclusion in section 7. 

 

2. RELATED WORK 
 

2.1. 3D Stacked Chips 
 

Three dimensional (3D) integration is a recently developed chip manufacturing technology which 

stacks multiple circuit layers into the same chip and connect different layers through vertical 

interconnect tunneling [21][24][25]. Compared with conventional two dimensional (2D) layouts, 

the 3D chips have a few advantages: (1) better performance due to the reduced interconnect 

length and latency; (2) lower power consumption for the interconnect because of the reduction of 

wiring length; (3) higher packing density due to the third dimension. Combined with the current 

trend of chip-multiprocessing, 3D integration proved significant performance advantage can be 

achieved over 2D designs. The multiple circuit layers in a 3D chip include processor cores, 

caches, interconnects and routers. Recently, researchers also integrate DRAM [23] and new 

generation of memories such as MRAM [32] and STT-RAM [25] into 3D chips.  

 

One of the main challenges for a 3D chip is its high temperature resulting from accumulative heat 

dissipated from circuits which easily generates hotspots in the processors, especially in the middle 

layers where it is difficult for conventional cooling air to reach. To avoid a high peak 

temperature, processor designers utilizes mitigating methods such as lowering executing 

frequency [14][15] and throttling a hotspot core’s execution. These technologies inevitably 

reduce a 3D chip’s performance. On the other hand, extended overheating for a chip will hurt its 

reliability and eventually shorten its lifetime. Conventional thermal management in 3D chips 

include DVFS [20], job scheduling/migration [27][1], thermal aware floorplan placement 

[13][17][19][22]. Although these techniques mitigate 3D chip hotspots in a certain degree, the 

effectiveness with a conventional air cooling system will be limited for increasingly complicated 

and overheating 3D processors. 
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2.2. Microchannel liquid cooling 
 

Very recently, there have been a few works that make initial attempts to optimize microchannel 

liquid cooling. Their optimizations can be divided into static and dynamic optimizations.  

 

• Static optimizations: Static optimizations are applied at the time of design, such as non-

uniform distributed channels [29], thermal balancing using channel modulation [28], and channel 

dimension studies [9][10] that aim to provide optimal cooling. Different from these works, the 

proposed CVP technique optimizes the liquid cooling from the circuit level of 3D processors. 

This also means the former static optimizations can be combined with our proposed CVP 

technique to further enhance microchannel liquid cooling. 

 

• Dynamic optimizations: Dynamic optimizations consist of liquid flow rate adjustment 

[14], dynamic voltage and frequency scaling (DVFS) [20], thread migration [1], and the 

combinations [15][27] of these techniques. Compared with former optimizations, the proposed 

TEC technique has significant advantages in terms of performance overhead, energy efficiency of 

liquid cooling, and response time. First, the DVFS and the thread migration have obvious 

performance overhead. This is prohibitive in a 3D processor where performance is still the top 

priority in most cases. Second, after flow rate is increased over a certain value, the cooling effect 

slowly increases; in contrast, pump power increases exponentially. Moreover, increasing flow 

rate provides enhanced cooling to the whole 3D processor, while the hotspot is usually a very 

small localized area in an actual 3D processor. This decreases the energy efficiency of flow rate 

adjustment. On the other hand, thermoelectric coolers can be selectively activated to cool the 

localized hotspots. Third, the response time of thermoelectric coolers is only about 5 µs [5], 

which is much shorter than the hundreds of milliseconds in flow rate adjustment. In fact, the 

proposed TEC design can be combined with the flow rate adjustment, to provide a fine-tuned 

control aims at optimal cooling in terms of both the cooling effect and the energy efficiency. 

 

3. CORE VERTICALLY PLACED (CVP) TECHNIQUE 
 

In this section, we will discuss the CVP technique in terms of both the circuit level placement 

schemes and thermal analysis. 

 

3.1. Placement Schemes 
 

Figure 2(a) shows the layout of a conventional 3D eight-core processor that is cooled using four 

microchannel layers. We compared this layout with the one in which core layers and cache layers 

overlap each other, and found that this layout, which was also used in [27], is the optimal layout 

for liquid cooling for all processor cores placed near the cooler liquid inlet. Therefore, we used 

this layout as a baseline for later comparisons. Figure 2(c) shows the floorplan of a processor core 

in Figure 2(a).  

 

The layout of the CVP 3D processor is shown in Figure 2(b). As can be observed, a single 

processor core is divided into nearly equal parts and placed vertically onto four layers, in contrast 

with the baseline in Figure 2(a). A processor core is further divided into several components, as 

shown in Figure 2(c). Circuits of each component, such as the register file and the multiplication 

unit, are divided into nearly equal parts and placed vertically onto four layers. Depending on the  
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Figure 2 : Layouts of 3D eight-core processors. 

 

Connections between the circuits, all components fall into two types. The circuits of type I 

components are relatively loosely connected, such as the register file. On the other hand, in type 

II components, which consist of complex arithmetic and logic units, such as the multiplication 

unit, circuits are relatively tightly connected with wires. The type I and type II components are 

displayed individually with white and gray backgrounds in Figure 2(c).  

 

 
 

Figure 3:Two schemes for the CVP technique. 

(The left part is for the baseline, and the right one is for the CVP technique) 

 

Figure 3 illustrates the two vertical placement schemes for the CVP technique at the circuit level. 

The type I components are loosely connected, because they are mainly made up of static random-

access memory (SRAM). These components can be divided according to the SRAM size. Figure 

3(a) gives such an example for a 64 KB data cache. As can be observed, a quarter of the data 

cache (i.e. 16 KB) is placed vertically onto one of the four layers. For each operation, a cache line 

is selected for a read or a write depending on the address selection. On the other hand, the type II 
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components are tightly connected. Therefore, to facilitate the test and verification of the 

integrated circuit (IC), these components are divided by units. Figure 3(b) shows such an example 

for a multiplication component with four units. As can be observed, each multiplication unit is 

placed vertically onto a separate layer in the CVP design. Depending on the unit selection, a 

multiplication unit is selected for a multiplication computation. 

 

As we can see, for both type I and type II components, the divided circuits are still functional. For 

example, the divided 16 KB data cache can be correctly read or written with an input and output 

port; the multiplication unit can still execute a multiplication computation after being placed 

vertically. Therefore, the CVP 3D processor will not bring much complexity to the test and 

verification steps of the IC design. In fact, to further facilitate test and verification, we can design 

an extra input and output port for each divided component, so that each divided small core on a 

single layer can be tested and verified independently. 

 

3.2. Thermal Analysis 
 

 
 

Figure 4:Thermal illustration of the CVP technique. 

 

Figure 4 shows two 3D processors with each circuit layer (i.e. heat source) being cooled by the 

liquid layer underneath. Figure 4(a) shows a baseline design in which a hotspot block (i.e. a 

component) is located in the center of the first circuit layer. Heat that dissipates from the hotspot 

component flows horizontally to the comparatively cooler surroundings and vertically to the 

liquid layers. Note that the heat flow to the liquid layers is not shown in the figure. Besides, the 

thermal maps shown in Figure 4 are just for illustration, instead of being generated from actual 

thermal simulations.  

 

Figure 4(b) shows a 3D processor using the CVP technique. This scheme is the same as that 

illustrated in Figure 2(b). Compared with the baseline, the whole hotspot block is equally divided 

into four smaller blocks, and each of them is placed vertically onto a separate circuit layer. In the 

vertical direction, each hotspot block is equally cooled by one liquid layer underneath in both the 

baseline and CVP design. However, horizontally, the vertically placed smaller blocks have a 

larger total contact area with the cooler surroundings than that of the baseline. Therefore, 3D 

processors that use the CVP technique can be better cooled. 
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Figure 5: Illustration of the TEC technique. 

 

4. THERMOELETRICCOOLING (TEC) TECHNIQUE  
 
The TEC technique is based on the thermoelectric effect which creates a temperature difference 

using electric energy. Similar to a heat pump, it absorbs heat from one side and dissipates it on 

the other. It has been reported that the TEC device is able to sustain a heat flux up to 1250 W/cm2 

[11] with a response time of about 5 µs [5]. This makes it suitable for the effective and rapid 

cooling of hotspots.  

 

A recent study demonstrates that using the TEC device as an active cooling method is an effective 

approach to mitigating the hotspots of an integrated circuit [6]. Moreover, the feasibility of 

incorporating the TEC device into a 3D IC has already beendemonstrated [18]. It can be 

especially useful to the 3D processors when the heat is difficult to remove. Specifically, in 

microchannel liquid cooling, the TEC device can be used to absorb heat from the active circuit 

layers and release it to the channel layers. 

 

The typical structure of a thermoelectric cooler is shown in Figure 5(a). When a voltage is applied 

to the thermoelectric cooler, two electric fields are generated along the N-type and the P-type 

semiconductors in opposite directions. Therefore, thermal energy will flow downward in both 

semiconductors. Thus, heat is absorbed from one side and dissipated on the other using electric 

energy. 

 

Figure 5(b) shows the cross-section of a liquid-cooled 3D processor using the TEC technique. 

The thermoelectric cooler layer is located in between the active circuit layer, which is the main 

heat source, and the channel layer. For the safety of the integrated circuit, an electrical insulator 

layer is applied to separate the thermoelectric cooler layer from the circuits and channels as 

shown in the figure. One suitable candidate for the electrical insulator is chemical vapor 

deposition (CVD) diamond [2].  

 

Thermoelectric coolers are activated to improve cooling when the localized hotspot is unable to 

be cooled down by liquid cooling. On the other hand, they may worsen cooling slightly when 

inactive. This is because the thermoelectric cooler layer is located between the active circuit layer 

and the channel layer, and it has a relatively low thermal conductivity, as listed in Table 2. 
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5. EXPERIMENTAL METHODOLOGY  
 

Our experimental analysis includes performance, power consumption, and overall thermal 

impact.  

 

We used SESC [4], a cycle accurate architectural simulator to build the performance model for 

3D eight-core processors running with SPLASH2, SPEC2000 and SPEC2006 benchmarks. For 

SPLASH2 benchmarks, we ran them on an eight-thread version; while for SPEC2000 and 

SPEC2006 benchmarks, we ran multi-programmed benchmarks. Each processor core, whose 

floorplan is shown in Figure 2(c), is based on the Alpha 21264 microarchitecture. Table 1 lists the 

main microarchitecture parameters. 

 

The power model consists of leakage power and dynamic power. The leakage power, whose 

density is assumed to be 10 W/cm2 at a normal temperature 25 ºC, is proportional to temperature 

[6]. On the other hand, the dynamic power is modeled from two input sources. One is the access 

rate of each component, such as the intensity of the reads and writes to the register files, which is 

obtained from the performance model. The other is the energy it consumes for each operation, 

such as an integer addition operation. In addition, the energy parameters of the core-related and 

the L2 Cache-related were obtained individually from Wattch [8] and CACTI [3].  

 

For our thermal analysis, we used the two-resistance model of 3D-ICE 2.0 [30][31]. 3D-ICE, 

which stands for 3D Interlayer Cooling Emulator, is a Linux based open source Thermal 

Emulator Library that can perform both steady and transient thermal analysis to the microchannel 

liquid cooled 3D integrated circuits. We incorporated the thermoelectric coolers (TECs) model 

into the 3D-ICE. The TECs’ power, which is equal to QTEC per unit time, is modeled as: 

 

���� =
���	�

�
�
              (1) 

 

 
Parameters Values 

Technology 32 nm 

Voltage 1.1 V 

Frequency 3.0 GHz 

Fetch / Issue/ Commit Width 4/ 4/ 5 

INT/ FP Window Size 96/ 64 

LoadStore/ INT/ FP Units 2/ 2/ 3 

Load/ Store Queue Size 80/ 80 

Latency of INT ALU/ Mult/ Div 1/ 4/ 12 cycles 

Latency of FP ALU/ Mult/ Div 1/ 2/ 10 cycles 

L1 Instruction/ Data Cache Size 64/ 64 KB 

L1 Instruction/ Data Cache 8/ 8 

L1 Instruction/ Data Block Size 64/ 64 B 

L2 Cache Size 16 MB 

L2 Cache Associativity 16 

L2 Cache Block Size 64 B 

 

Table 1: Performance and power parameters 
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Thermal Parameters 

Material Conductivity(W/(m·K)) 

 

Heat Capacity(m3·K) 

Silicon 130 1635660 

BEOL 2.25 2174502 

CVD Diamond 1800 1764530 

TEC 1.2 1153750 

Channel Walls 160 1641101 

Water 0.6 4172000 

Coolant Heat Transfer Coefficient: 37132.3W/( m2·K) 

Dimension parameters (µm) 

Active layer thickness 2 BEOL layer 

thickness 

12 

CVD Diamond layer thickness 5 TEC layer thickness 10 

Channel layer thickness 10 Silicon slab thickness 50 

Channel width 50 Channel wall width 100 

Others 

Length/Width of 3D processor at each layer (mm) 10/ 10 

Liquid Flow Rate Per Channel Layer (mL/min) 56.371 

Pressure Drop of The Pump (Pa) 2.0e5 

Inlet water temperature (K) 300.00 

 

Table 2:Thermal simulation parameters. 

 

QTEC denotes the TECs energy it consumes to pump an amount of heat Qpump from one side on 

the other. The efficiency of TECs is termed as coefficient of performance (COP). For example, 

for COP of 3, it takes 1 W power to pump 3 W of heat. We made the conservative assumption 

that the maximum heat flux that TECs can pump is 1000 W/cm2 and COP is equal to 3. In 

addition, we designed a dynamic and smooth algorithm to control the working intensity of TECs. 

TECs are disabled when a hotspot is cooler than a certain threshold temperature. Otherwise, 

TECs are enabled and their working intensity smoothly varies depending on the difference 

between the hotspot temperature and the threshold. The reliability and lifetime of processors will 

degrade exponentially when the hotspot temperature is higher than a safe temperature. We 

conservatively assumed the safe temperature to be 80 ºC. Moreover, to ensure efficient hotspot 

control, the threshold temperature was set to be 2 ºC lower than the safe temperature. The thermal 

parameters are listed in Table 2. 

 

6. EXPERIMENTAL RESULTS  

6.1. Core vertical placed technique 
 

Figure 6 shows the maximum temperature comparisons between the baseline and the CVP design. 

The maximum temperature of the baseline design varies from 35.63 ºC (470.LBM) to 96.86 ºC 

(256.BZIP2), which indicates the selected benchmarks are diverse in their thermal behaviors. In 

the figure, the CVP design reduces the maximum temperature up to 29.58 ºC (256.BZIP2), and 

13.77 ºC on average compared with the baseline. The significant temperature reduction is due to 

two factors. First, as illustrated in Figure 4, the divided hotspot units have a larger total contact 

area with the cooler surroundings; thus heat can dissipate easily. Second, such cooling 

improvement is stronger when the maximum temperature is high in the baseline. On the other 

hand, benchmark 181.MCF, whose IPC per core is 0.24, has a negligible temperature reduction of 
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3.61 ºC due to its comparatively lower temperature in the baseline. Other benchmarks are in 

between these two extremes. Overall, the CVP technique effectively mitigates hotspot 

temperatures for all benchmarks. In addition, such cooling improvement is stronger when the 

maximum temperature is comparatively higher in the baseline.  

 

 
Figure 6: Maximum temperature comparisons between the baseline and the CVP design. 

 

 

 
 

Figure 7: Cooling effectiveness of the CVP technique for different hotspot units 

 

 
 

Figure 8:Cooling effectiveness of the CVP technique  under different liquid flow rates 

30
40
50
60
70
80
90

100

T
em

p
er

at
u

re
 (

ºC
)

Baseline CVP technique

0
5

10
15
20
25
30
35

T
em

p
er

at
u

re
 (

ºC
)

Maximum temperatures reduced by CVP 

technique

Hotspot unit: LdStQ IReg

40

50

60

70

80

90

100

110

120

0.1 0.25 0.5 0.75 1 1.25 1.5

A
v
er

ag
e 

m
ax

im
u

m
 

te
m

p
er

at
u

re
 (

ºC
)

Flow rate (×56.371 mL/min at each channel layer)

Baseline CVP technique



International Journal of Computer Science & Information Technology (IJCSIT) Vol 7, No 2, April 2015 

 

 
63 

From Figure 6, we also observe that the CVP technique has different cooling effects on different 

benchmarks. One of the reasons is the cooling effectiveness also depends on the locations of 

hotspots in a processor. Figure 7 shows the cooling effectiveness, i.e. the maximum temperatures 

reduced by the CVP technique. To highlight the effectiveness of the CVP technique, only a 

portion of benchmarks whose maximum temperature is higher than 70 ºC in the baseline design 

are shown. Obviously, the CVP technique is more effective in cooling on benchmarks whose 

hotspot units are IReg compared with benchmarks whose hotspot units are LdStQ. This is 

because the IReg component has a relatively worse heat conduction to the horizontal 

surroundings. Specifically, in Figure 2(c), the IReg component is located at the corner of a core 

where heat can only be dissipated to the up and right directions, while the LdStQ component has 

a horizontal contact in all four directions. The CVP technique improves cooling mainly through 

increasing a hotspot’s horizontal contact with the cooler surroundings; thus, a higher temperature 

reduction is observed for the hotspot components (i.e. IReg in this study)which have a 

comparatively worse heat conduction with the horizontal surroundings. 

 

In addition, the cooling effectiveness of the CVP technique is also observed to depend on the 

liquid flow rate of microchannel liquid cooling. Figure 8 shows the average maximum 

temperatures of all the benchmarks with varying liquid flow rates. Overall, the average maximum 

temperature decreases with the increase of liquid flow rate for both the baseline and the CVP 

technique. Furthermore, the temperature reduced by the CVP technique (i.e. the temperature 

difference between the baseline and the CVP technique) under the same liquid flow rate is 

obviously proportional to the flow rate until it is higher than (0.75 × 56.371 mL/min at each 

channel layer). This is because a relatively low flow rate results in relatively low vertical heat  

 

 
 

conduction from the hotspot units to the micro channels. This makes the vertical instead of the 

horizontal heat conduction become a bottleneck in heat dissipation. Thus, the CVP technique 

which mainly increases the horizontal heat conduction does not help much in lowering the 

hotspots’ temperatures when liquid flow rate is relatively low. On the other hand, when flow rate 

is relatively high, such as the flow rates higher than (0.75 × 56.371 mL/min at each channel 

layer), the horizontal instead of the vertical heat conduction is the bottleneck. In this case, a 

relatively large temperature reduction can be observed with the CVP technique. 
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To further understand the variations in hotspot mitigation, we investigated the benchmarks’ 

thermal behaviors and determined the exact time when and the exact hotspot component where 

the maximum temperature occurred. Figure 9(a) shows the instructions per cycle (IPC) and the 

heat flux of a hotspot component in real time for benchmark 256.BZIP2, in which the hotspot 

component is the integer register file during the whole run-time. As can be observed, the curves 

of the IPC and the heat flux have strong coherence. The comparatively higher heat flux between  

 

 
(a) Maximum temperature comparisons 

 

 
(b) Average TEC power 

 

Figure 10: Cooling effect of the TEC technique. 

 

56 and 77 milliseconds is caused by the frequent accesses to the integer register file. Figure 9(b) 

shows the real-time maximum temperature comparison between the baseline and the CVP design 

for benchmark 256.BZIP2. Although the curve of the CVP design is similar to that of the 

baseline, the temperature of the CVP design is obviously lower. For example, the CVP technique 

reduces the maximum temperature from 96.86 ºC to 67.28 ºC at the peak temperature point. 

 

6.2. Thermoelectric cooling technique 
 

In the TEC technique, thermoelectric coolers are applied between the active circuit layer, which is 

the main heat source, and the channel layer to remove the localized hotspot as illustrated in 

Figure 5(b). We conservatively assume the safe temperature of processors to be 80 ºC. The TEC 

technique aims to control processors’ temperature to be lower than the safe temperature so that 

the processor reliability and lifetime can be guaranteed.  
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As can be observed in Figure 10(a), overall, the TEC technique has different effect in cooling 

compared with the cooling of CVP shown in Figure 6. For instance, for benchmark 256.BZIP2, 

the TEC technique decreases temperature from 96.86 ºC to 78.60 ºC compared with the baseline. 

On the other hand, the TEC technique increases the temperature from 73.77 ºC in the baseline, to 

76.48 ºC for benchmark 254.GAP. To further study the different cooling effect caused by the 

TEC technique, we divide all benchmarks into two types. In the baseline, the benchmarks whose 

maximum temperature is higher than the safe temperature are denoted as HITEMP benchmarks. 

In contrast, the benchmarks whose maximum temperatures are lower than the safe temperature 

are denoted as LOTEMP benchmarks. As can be observed, the TEC technique decreases the 

maximum temperature for all HITEMP benchmarks compared with the baseline. For all 

LOTEMP benchmarks, the TEC technique increases the maximum temperatures by about 2 ºC, 

but the temperatures are still lower than the safe temperature. Overall, with the TEC technique, 

the maximum temperatures are lower than the safe temperature for all benchmarks. 

 

For all HITEMP benchmarks, the TEC technique helps cooling. This is because thermoelectric 

coolers are allowed to enhance the cooling to hotspots once hotspot temperature is detected to be 

higher than the threshold (78 ºC) that is 2 ºC lower than the safe temperature in the experiments. 

The thermoelectric coolers will remain active until the hotspot temperature is cooled to be lower 

than the threshold temperature. The TEC power consumed is shown in Figure 10(b). The TEC 

technique significantly improves the reliability and lifetime of processors which decrease 

exponentially with the increasing of the maximum temperature.  

 

On the other hand, for all LOTEMP benchmarks, the TEC technique increases the maximum 

temperatures by about 2 ºC. This is because a thermoelectric cooler layer is located between the 

active circuit layer and the channel layer as shown in Figure 5(b). The thermoelectric cooler 

layer, which has a relatively low thermal conductivity as listed in Table 2, increases the thermal 

resistance between the active circuit layer and the channel layer. Therefore, the comparatively 

higher thermal resistance in the TEC technique increases temperatures for all LOTEMP 

benchmarks. However, the effect on the reliability and lifetime is negligible since the temperature 

is always maintained lower than the safe temperature for all LOTEMP benchmarks. 

 
In addition, as can be observed in Figure 9(b), during the time interval of 59-78 milliseconds, the 

TEC technique reduces the maximum temperature to lower than 80 ºC compared with the 

baseline design. A temperature reduction, as high as 18.26 ºC, is observed at 72 milliseconds. In 

contrast, the TEC technique slightly increases the temperature when the temperature in the 

baseline is lower than 80 ºC.  

 

Figure 11 shows the average TEC power of all the benchmarks when the maximum temperature 

is cooled to be lower than different safe temperatures. As can be observed, TEC power is higher 

for a lower safe temperature. This is because for a comparatively lower safe temperature, 

thermoelectric coolers need to be enabled in more benchmarks, in longer time for a benchmark, 

and the thermoelectric coolers in a larger area needs to be enabled at a certain time. 

 

To further demonstrate the effectiveness of the proposed CVP and TEC techniques, Figure 12 

shows the thermal maps of the top layer of the 3D processors, which are the hottest layers, when 

the maximum temperature occurs for benchmark 256.BZIP2. As can be seen, the CVP technique 

significantly reduces the maximum temperature from 96.86 ºC to 67.28 ºC by dispersing hotspot 

blocks. Moreover, the overall temperature of the CVP design is lower compared with the 



International Journal of Computer Science & Information Technology (IJCSIT) Vol 7, No 2, April 2015 

 

 
66 

baseline. The thermal map of the TEC design is quite similar to that of the baseline design, but 

the hotspots are effectively removed by the TEC technique, resulting in an 18.26 ºC decrease in 

the maximum temperature. 

 

 
 

Figure 12: Thermal maps of 3D processors. 

 (The numbers inside brackets are the maximum temperatures in the thermal maps. This figure is more 

readable in color.) 
 

 
Figure 13: Performance speedup. 

 

 
 

Figure 14: Maximum temperature comparisons. 
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6.3. CVP+TEC 
 

To explore the cooling potential of the combination of the proposed two techniques, the 

frequency of processor cores and L2 Cache has been increased from 3.0 GHz to 3.9 GHz through 

DVFS. Figure 13 presents performance speedup after DVFS. As this figure shows, 30% of 

frequency increase (i.e. 3.0 GHz to 3.9 GHz) results in a 1.27 times speedup in geometric mean. 

The reason that some benchmarks have a relatively low speedup is DVFS only increases the 

frequency of processor cores and L2 Cache, instead of main memory. For example, benchmark 

429.MCF has a relatively low speed up, i.e. 1.10 is because it is a memory-intensive benchmark 

whose memory access rate is 6.10 GB/s. Figure 14 shows the maximum temperature comparisons 

among the baseline design, the CVP design, and the (CVP+TEC) design. The processor 

frequency in the baseline design is 3.0 GHz, while it is increased to 3.9 GHz in both the CVP and 

the (CVP+TEC) design. The maximum temperature of the CVP design (i.e. 95.80 ºC) is lower 

than that of the baseline design (i.e. 96.86 ºC). In other words, the CVP technique can support at 

least a 30% increase in frequency with the same cooling effect. Moreover, the (CVP+TEC) 

design effectively controls all temperatures to be lower than 80 ºC. 

 

7. CONCLUSION  
 

In this paper, we proposed two thermal control techniques for 3D processors with microchannel 

liquid cooling. First, the CVP technique, which is applied during the design phase, is evaluated to 

be able to significantly improve the cooling effect by dividing hotspot blocks and placing them 

vertically onto multilayers. To facilitate design, test, and verification of the integrated circuit 

design, two schemes are given for the detailed vertical placement. Second, the TEC technique is a 

run-time cooling control technique. We proposed to incorporate the TEC technique into the 

liquid-cooled 3D processor and make use of it to absorb heat from the active circuit layer and 

dissipate it on the channel layer, so that the cooling to the localized hotspot can be enhanced. Our 

experiments demonstrate that the CVP technique reduces the maximum temperature up to 29.58 

ºC, and 13.77 ºC on average compared with the baseline. Moreover, the TEC technique 

effectively cools down a hotspot from 96.86 ºC to 78.60 ºC. In the future, we will consider to test 

more benchmarks including emerging big data applications for the proposed thermal control 

techniques.  
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