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ABSTRACT 

Efficient and effective retrieval techniques of images are desired
 
because of the explosive growth of digital 

images.
 
Content-based image retrieval is a promising approach because of its automatic indexing and 

retrieval based
 
on their semantic features and visual appearance. This paper discusses the method for 

dimensionality reduction called Maximum Margin Projection (MMP). MMP aims at maximizing the 

margin between positive and negative sample at each neighborhood. It is designed for discovering the local 

manifold structure. Therefore, MMP is likely to be more suitable for image retrieval systems, where nearest 

neighbor search is usually involved. The performance of these approaches is measured by a user 

evaluation. It is found that the MMP based technique provides more functionalities and capabilities to 

support the features of information seeking behavior and produces better performance in searching 

images. 

KEYWORDS 

Content Based Image Retrieval, Maximum Margin Subspace, Dimensionality Reduction.  

1. INTRODUCTION 

 Content based image retrieval is motivated by the fast growth of digital image databases [1],[2]. 

This in turn requires efficient search schemes. The low-level visual features (color, texture, shape, 

etc.,) are routinely extracted to symbolize the images. However, the low-level features may not 

precisely characterize the high-level semantic concepts. To narrow down this semantic gap, 

relevance feedback is introduced into CBIR [3].  

 Various techniques have been developed for reducing the dimensionality of the feature 

space, in the anticipation of obtaining a more controllable problem. The most popular 

dimensionality reduction algorithms include Principal Component Analysis (PCA) [4],[5] and 

Linear Discriminant Analysis (LDA) [4],[6]. Both PCA and LDA have extensively been applied 

to image retrieval, face recognition, information retrieval and pattern recognition. However, they 

are intended for discovering only the global Euclidean structure, whereas the local manifold 
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structure is unnoticed. The global statistics such as variance is often complicated to approximate 

when there are no adequate samples.  

In this paper a method called Maximum Margin Projection (MMP), which focuses on local 

discriminant analysis for image retrieval is compared with Local Discriminant Analysis (LDA). 

In MMP both geometrical and discriminant structures of the data manifold are considered. 

2. MOTIVATION 

Image retrieval is a challenging issue in the real world applications. Many algorithms have been 

proposed by researchers for image retrieval. This section of the paper presents an overview of 

algorithms proposed by researchers for effective image retrieval. 

 The curse of dimensionality has a direct bearing on similarity retrieval (i.e., finding 

nearest neighbors) in high dimensions in the sense that if sense that it raises the issue of whether 

or not nearest neighbor searching is even meaningful in such an environment. In particular, it has 

been shown that for data and queries drawn from a uniform distribution, the distance to the 

nearest neighbor and the distance to the farthest neighbor tend to coverage as the dimension 

increases [18]. 

 

 A number of methods have been proposed to overcome the curse of dimensionality. One 

approach is to observe that the data is rarely uniformly distributed which leads to pointing out that 

some dimensions are more significant than others thereby focussing on them (e.g., [18, 19, and 

20]). Such methods are also known as dimension-reduction techniques and some examples 

include SVD [21] and Discrete Fourier Transform (DFT) [22]. The traditional and the state-of-

the-art dimensionality reduction methods can be generally classified into the feature extraction 

[23, 24, 25] and feature selection [26, 27, 28] approaches. In general, feature extraction 

approaches are more effective than feature selection techniques [29, 30, 31] and they have shown 

to be very effective for real-world dimensionality reduction problems [23, 24, 32, 33]. Many 

scalable online FE algorithms have been proposed.  

 
 Incremental PCA (IPCA) [34, 35] is a well-suited incremental learning algorithm. The 

latest version of IPCA is called Candid Covariance-free Incremental Principal Component 

Analysis (CCIPCA) [36]. However, IPCA ignores the valuable label information of data and is 

not optimal for general classification tasks. The incremental Linear Discriminant Analysis 

(ILDA) [37] algorithm has been proposed. Another feature extraction algorithm is called 

Incremental Maximum Margin Criterion (IMMC) [38]. 

 
 Wang et al. proposed a nonlinear manifold embedding method [7] for Image retrieval. A 

novel semi-supervised learning method for dimensionality reduction, namely kernel maximum 

margin projection (KMMP) is proposed in this paper. This approach addresses an issue in 

practical applications in which the limited number of user feedback is usually overwhelmed by 

the large number of dimensionalities of the visual feature space. KMMP is designed for 

discovering the local manifold structure. After projecting the images into a lower dimensional 

subspace, KMMP significantly improves the performance of image retrieval. 

 

 

 A posterior pseudo-probability function based on Bayes’ formula [8] has been described 

by Xiabi Liu et al. This approach transforms class-conditional probability values into posterior 

class probability values. The parameters in this function are trained from the data using the 

proposed max-min posterior pseudo-probability method in which the optimization objective is to 
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maximize the posterior pseudo-probabilities for positive samples, at the same time to minimize 

those for negative samples. By using the MMP training method, the posterior pseudo-probability 

function of each class is produced to reflect the maximum separability between it and other 

classes.   

 William Robson Schwartz and Hélio Pedrini together put forth an approach for color 

textured image segmentation [9]. This paper presents a new image segmentation method using 

color texture features extracted from 3D co-occurrence matrices combined with spatial 

dependence, this modeled by a Markov random field. The 3D co-occurrence matrices provide 

features which summarize statistical interaction both between pixels and different color bands, 

which is not usually accomplished by other segmentation methods. After a preliminary 

segmentation of the image into homogeneous regions, the ICM method is applied only to pixels 

located in the boundaries between regions, providing a fine segmentation with a reduced 

computational cost, since a small portion of the image is considered in the last stage.  

3. MAXIMUM MARGIN PROJECTION FOR CBIR 

This section explains the MMP algorithm which considers both discriminant and geometrical 

structures in the data and also the implementation of the MMP algorithm for image retrieval. The 

algorithm shares some common properties with some recent work on combining classification 

and metric learning such as Distance-Function Alignment (DAlign) [14] and Spectral Kernel 

Learning (SKL) [15]. 

 Low-level image depiction is a fundamental problem in CBIR. General visual features 

comprise color, texture, shape, etc. Color and texture features are the most comprehensively used 

visual features in CBIR. Therefore dimensionality reduction is important problem in CBIR. The 

generic problem of linear dimensionality reduction is explained as follows: Given a set x1,…., xm 

in IR
n
, find a transformation matrix A = (a1,…, ad) that maps these m points to a set of points 

y1,…, ym in IR
d
 (d<< n) such that yi “represents” xi, where yi  = A

T
xi.  

 This paper considers the issue of maximizing a local margin between relevant and 

irrelevant images. In image retrieval, the labeled images include the original query image and the 

images with user’s relevance feedback. The problem of image retrieval concerns ranking the 

unlabeled images according to their relevance to the original query image. Relevance feedback is 

one of the most important techniques for narrowing down the gap between low-level visual 

features and high-level semantic concepts [3]. The typical retrieval process is outlined as follows 

the user submits a query image example to the system. The system ranks the images in the 

database according to some predefined distance metric and presents to the user the top ranked 

images. The user provides the relevance feedback to the system by labeling images as “relevant” 

or “irrelevant.” The system uses the user-provided information to rerank the images in the 

database and returns the top images to the user.  

 The user’s relevance feedback can be used to update the within-class and between-class 

graphs for discovering the semantic and geometrical structure of the image database for effective 

image retrieval. In order to model the local geometrical structure it is necessary to construct a 

nearest neighbor graph G. The nearest neighbor graph G with weight matrix W characterizes the 

local geometry of the data manifold. It has frequently been used in manifold-based learning 

techniques such as [10], [11], [12], [13].  

 At the initial stage of the retrieval the user submits a query image q. The images in the 

database are ranked according to the Euclidean distances & the top images are presented to the 
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user. The user is then required to mark the top returned images as “relevant” or “irrelevant”. 

Naturally, the images can be divided into two classes based on this relevance feedback. We can 

construct the within-class and between-class graphs. At the beginning of the retrieval there is no 

relevance feedback available. Thus, by our definition the within-class graph is simply G, whereas 

the between-class graph is an empty graph.  During every iteration of relevance feedback the only 

need is to update the within-class and between-class graphs according to  

  

 Wb,i j =             1, if Xi ε Nb (Xj) or Xj ε Nb(Xi), 

                          0, otherwise. 

 

 

 

Ww,ij =            γ,     if Xi and Xj share the same label, 

                                   1,     if Xi or Xj is unlabeled  

                                           but Xi ε Nw (Xj) or Xj ε Nw(Xi),  

                                   0,     otherwise. 
 

 

By applying this MMP algorithm the images can be projected into a lower dimensional subspace 

in which semantically related images tend to be close to each other. 

 When MMP is applied one needs to estimate the optimal dimensionality of the subspace. 

It would be important to note that the MMP algorithm is inherently a graph embedding algorithm. 

It is reliably associated to Laplacian Eigenmaps [10], LLP [11], spectral clustering [16] and 

Normalized Cut [17].  

4. EXPERIMENTAL RESULTS 

In this section the performance of  MMP algorithm is evaluated on COREL dataset. It is a large 

and heterogeneous image set. Each image is represented as a 128-dimensional vector. To 

demonstrate the effectiveness of this image retrieval algorithm (MMP) it is compared with the 

state of art algorithm LDA. After the user provides relevance feedback, the LDA and MMP 

algorithms are then applied to rerank the images in the database. Figure.1 represents the 

comparison of the MMP algorithm and LDA algorithm. The experimental results reveal that 

MMP algorithm performs better than LDA. The comparison chart represents that the precision 

value of the MMP algorithm increases for each iteration.  

The actual computational time of the MMP algorithm and LDA algorithm for processing one 

query is given in Table 1. These two algorithms can respond to the user’s query very fast 

approximately 0.1 s. 
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TABLE 1 : Average runtime of MMP & LDA algorithms for processing one query 

Algorithm 

Time at different feedback iterations (s) 

1 2 3 

MMP 0.066 0.071 0.075 

LDA 0.012 0.016 0.019 

 

 

          (a)  Feedback iteration 1                (b) Feedback iteration 2 
 

 
Figure.1 The average precision-scope curves of different algorithms for the first two 

feedback iterations. The MMP algorithm performs the best on the entire scope.                                    

 
 

 

5. CONCLUSION 

This paper presents a manifold learning algorithm called MMP for image retrieval. In the first 

step a between-class nearest neighbor graph and a within-class nearest neighbor graph to model 

both geometrical and discriminant structures in the data are constructed. This paper considered 

the image retrieval problem on a small, static and closed-domain image data. The experimental 

results validate that the MMP  achieves a significantly higher precision. In future enhancements it 

would be very interesting to explore different ways of constructing the image graph to model the 

semantic structure in the data 
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