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Abstract

This article investigates the energy detector’s performance in myriad fading environments by exploiting a canonical series representation of the generalized Marcum Q-function (along with higher-order derivatives of the moment generating function (MGF) of end-to-end signal-to-noise ratio (SNR) in closed-form) or by a single integral formula involving the cumulative distribution function (CDF) of the end-to-end SNR. The detection performance is characterized by the area under the receiver operating characteristic (ROC) curve (AUC), which is a simple statistical performance measuring metric that varies between 0.5 and 1. The proposed frameworks are capable of handling the half-odd positive integer values of the time-bandwidth products (u) and the fading severity indices (m) of the Nakagami-m distribution. The methods simplify the cases where many were either intractable or required complicated mathematical steps with the classical probability density function (PDF)/contour integral approaches. Several receiver diversity combining schemes are examined to demonstrate the versatility of the frameworks over independent but not necessarily identically distributed fading channels. Composite effects (multipath fading + shadowing) are also considered for the analysis. Our proposed frameworks with AUC performance metric in the myriad fading environments provide new ways of characterizing and evaluating energy detector’s performance.
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1. Introduction

Cognitive radio (CR) holds promise to alleviate today’s spectrum scarcity and underutilization problem by seeking transmission opportunities over spectral bands that are temporarily unoccupied or in a non-interfering manner and without primary user negotiation. CRs are designed to sense the environment dynamically and tune their transmission parameters rapidly to best utilize the vacant or underutilized premium spectrum real-estate[1]. Therefore, the first “cognitive” task preceding any form of dynamic spectrum management is to sense the spectrum for identification of the unoccupied white (a subband only occupied by white noise) and gray (occupied by interferers and noise) spaces. Among the various known spectrum sensing techniques, blind sensing based energy detector is perhaps the simplest (i.e., low-complexity) and most versatile since it does not require a priori knowledge of other user transmissions except of the transmission bandwidths and center frequencies[2]. In this article, energy detector’s performance is analyzed using the area under the receiver operating characteristic (ROC) curve (AUC)[3],[4]. Although, the ROC curve (probability of detection vs. probability of false alarm) or the complementary ROC curve (probability of missed detection vs. probability of false alarm)
is capable of characterizing the energy detector's performance completely, sometimes it is difficult to compare detectors' performance using their ROC curves especially when the curves overlap. Therefore, it is desirable to have a single figure of merit that can give distinction between two detectors. Such a measure is the area under the ROC curve (AUC) which varies between 0.5 (poor performance) and 1 (good performance)\[5\]. It is a single scalar value of expected performance and represents the probability that choosing the correct decision at the detector is more likely than choosing the incorrect decision\[4\]. In the worst case scenario, practical detector's performance can be described by AUC of 0.5 but the value increases to 1 as the detection improves. Even though, AUC is a useful parameter for describing detector's performance, it is only recently addressed in\[5\].

The research community agrees that the detection of white/gray space is more tractable by means of detection of unknown deterministic signals by energy detectors. Urkowitz \[6\] studied first the detection of an unknown deterministic signal over the Gaussian channel in the presence of noise through an energy detector. The presence of the energy is detected by comparing the energy of the received signal over a period with the predefined energy threshold ($\lambda$). This method has been extended to various scenarios and diversity combining schemes. It is important to note that most detection analyses in the literature are based on the probability density function (PDF) and the analyses use the ROC curves to describe the performance (e.g., \[7\]-\[9\]). The diversity combining is considered solely either over independent and identically distributed (\textit{i.i.d.}) Rayleigh or Nakagami-m (restricted to positive fading index $m$) channels due to the lack of closed-form solutions for integrals involving the generalized Marcum Q-function. Moreover, the analyses are restricted to integer time-bandwidth product (TW) / sampling number ($u$). Although Rice fading was considered in\[7\], the result is limited to the unity value of $u$. Contour integral is considered in\[8\] for correlated diversity for Rice channels but it is also restricted to integer $u$ value. An exponential-type contour integral is used in\[9\] to represent the generalized Marcum Q-function to provide a closed-form solution over \textit{i.i.d.} Nakagami-m fading with positive integer $mL$ (where $L$ denotes the diversity order) for maximum ratio combining (MRC) detector. \[9\] also provides results for \textit{i.i.d.} Rice channels using the Laurent series expansion of exponential term but the final solution is in the form of an infinite series; the summation terms require the evaluation of two separate higher order derivatives of a product term \[9, eq. (27)\]. Atapattu et al. \[5\] characterized energy detection-performance using AUC only over Nakagami-m channel and analyzed diversity combing techniques for the \textit{i.i.d.} cases (also restricted to integer $m$ and $u$) but the framework itself is complicated with multiple summations terms and the regularized confluent hypergeometric function of the confluent hypergeometric function $\mathcal{F}(\cdot, \cdot, \cdot)$. Moreover, it cannot be generalized easily for other fading channels. Thus, most of the prior works have limitations; their solutions are not easy to generalize for myriad fading environments and intractable for the independent, non-identically distributed (\textit{i.n.d}) diversity combining schemes.

Thus, motivated by the current limitations, we seek simple alternative approaches for analyzing the detection-performance over myriad \textit{i.i.d./i.n.d.} channel conditions. To overcome the mathematical limitations, we develop two analytical approaches to characterize the AUC performance metric over various propagation channel models (including multipath and composite effects) either by exploiting a canonical infinite series representation of the generalized Marcum Q-function (along with higher-order derivatives of the moment generating function (MGF) of end-to-end SNR in closed-form) or by a single integral formula involving the cumulative distribution function (CDF) of the end-to-end SNR. The MGF approach has advantages over other approaches and can be seen to be utilized in many recent works(see e.g.,\[10\]). We use the proposed frameworks subsequently to study the efficacies of diversity combining schemes such as the maximum ratio combining (MRC), square law combining (SLC), selection combining (SC) and the switch and stay combining (SSC) schemes over
i.i.d./i.n.d. channels subject to multipath fading and composite effects (fading + shadowing). Furthermore, the results of this paper are more complete analysis of our initial findings that were published in [11]. The major contributions are summarized as follows.

(i) The MGF based framework that characterizes the AUC metric requires only the $k$-th derivative of the MGF of the received SNR. It is simpler than the solution given in [5]. The key advantage of this framework is that the MGF of the end-to-end SNR is readily available for the common fading conditions or it can be computed easily.

(ii) The CDF based approach requires only the CDF of the end-to-end SNR. It involves only a single integral and the computation can be done simply by numerical approach. Moreover CDF of the common fading environments are readily available.

(iii) The developed frameworks can be used to analyze detectors’ performance in diverse propagation channel models and can be easily extended to various i.i.d./i.n.d. diversity combining scenarios.

(iv) The solutions are capable of handling the half-odd integer value of $u$ and $m$, which are in sharp contrast to most existing solutions.

(v) The solutions simplify the cases where many were either intractable or required complicated mathematical steps. Thus, the frameworks are simple and computationally efficient for analyzing detector’s performance in myriad fading environments.

The rest of the paper is organized as follows. Section 2 presents the system model for the energy detection. Section 3 includes proposed frameworks for the energy detector’s performance analysis with the AUC metric for no diversity scenarios. In Section 4, we extend the proposed frameworks for the diversity combining scenarios. Finally, numerical results and concluding remarks are presented in Section 5 and 6 respectively.

2. System Model

The observed waveform $y(t)$ of the unknown deterministic signal $s(t)$ at the receiver can be modeled by two hypotheses: $H_0$ and $H_1$ where hypothesis $H_0$ means that the signal is absent, whereas $H_1$ implies that the signal is present. The $y(t)$ can be given as [12]

$$y(t) = \begin{cases}  n(t) & : H_0 \\ hs(t) + n(t) & : H_1 \end{cases}$$

(1)

where, $n(t)$ is the additive white Gaussian noise (AWGN), $h$ is the complex channel gain between the primary signal transmitter and the detector. The energy detection is performed by comparing the measured energy of the observed signal in the observation time interval $T$ with the energy threshold $\lambda$. The decision statistic $Y$ can be represented as a Chi-square distribution $\chi^2_{2u}$ under $H_0$ and a noncentral Chi-square distribution $\chi^2_{2u}(2\gamma)$ with $2u$ degree of freedom and noncentrality parameter of $2\gamma$ under hypothesis $H_1$ [9]. $\gamma$ is the end-to-end instantaneous SNR and $u = TW$ is the time-bandwidth product ($W$ is the filter bandwidth). Therefore, PDF of random variable $Y$ under the two hypotheses can be written as
where, $\Gamma(\cdot)$ is the gamma function and $I_{\nu}(\cdot)$ is the modified Bessel function of the first kind.

Thus, the probability of the false alarm $P_f = \Pr \{ Y > \lambda | H_0 \}$ and the probability of the detection $P_d = \Pr \{ Y > \lambda | H_1 \}$ can be derived respectively by integrating the PDF (for $H_0$ and $H_1$ Hypotheses) with limit $\lambda \rightarrow \infty$ as

$$P_f(\lambda) = \frac{\Gamma(u,\frac{\lambda}{2})}{\Gamma(u)}$$

$$P_d(\gamma,\lambda) = Q_u(\sqrt{2\gamma},\sqrt{\lambda})$$

where, $Q_u(\cdot,\cdot)$ is the generalized ($u$-thorder) Marcum Q-function and $\Gamma(\cdot,\cdot)$ is the upper incomplete Gamma function.

### 3. Energy Detection over Myriad Fading Channel Models: AUC Approach

In this Section, we develop the proposed frameworks considering the AUC performance metric. We first derive the MGF based framework and then derive the CDF based simplified frameworks.

#### 3.1 MGF Based Framework

AUC varies from 0.5 to 1 as the energy detector threshold $\lambda$ varies from $\infty$ to 0 [5]. For a $P_d(\gamma,\lambda)$ vs. $P_f(\lambda)$ - ROC curve, instantaneous AUC can be expressed in term of instantaneous SNR $\gamma$ as

$$A(\gamma) = \int_0^1 P_d(\gamma,\lambda) dP_f(\lambda)$$

Since $P_f(\lambda)$ and $P_d(\gamma,\lambda)$ are both functions of the threshold $\lambda$, the threshold averaging method[14] can be used in evaluating AUC. When $P_f(\lambda)$ varies from 0→1, $\lambda$ can be seen to vary from $\infty$→0. Thus (5) can be re-written as

$$A(\gamma) = \int_0^\infty P_f(\lambda) \frac{\partial P_f(\lambda)}{\partial \lambda} d\lambda.$$  

(6)

Taking the derivative of (3) and inserting into (6) we obtain

$$A(\gamma) = \frac{1}{2^u \Gamma(u)} \int_0^\infty \lambda^{u-1} e^{-\lambda/2} Q_u(\sqrt{2\gamma},\sqrt{\lambda}) d\lambda$$

(7)
The detection probability (conditional probability) over the AWGN can be written using the canonical series representation of the generalized Marcum-Q function \( Q_u(.,.) \) [15] as (8).

\[
P_d(\gamma, \lambda) = Q_u\left(\sqrt{2\gamma}, \sqrt{\lambda}\right) = \sum_{k=0}^{\infty} \frac{\gamma^k e^{-\gamma}}{k!} \frac{\Gamma\left(u+k, \frac{\lambda}{2}\right)}{\Gamma(u+k)}
\]  

(8)

An alternative canonical series representation of \( Q_u(.,.) \) can be derived by substituting \( G(a, z) = \Gamma(a) - \Gamma(a, z) \) in (8), as

\[
P_d(\gamma, \lambda) = Q_u\left(\sqrt{2\gamma}, \sqrt{\lambda}\right) = 1 - \sum_{k=0}^{\infty} \frac{\gamma^k e^{-\gamma}}{k!} \frac{G\left(u+k, \frac{\lambda}{2}\right)}{\Gamma(u+k)}
\]

(9)

where, \( G(a, z) \) is the lower incomplete Gamma function. It can be noted here that the alternative Marcum Q-function is capable of handling the half-odd positive integer \( u \) and \( m \) [15]. Thus (8) or (9) also hold this property congenially. Later we show that both (8) and (9) are in desirable forms that facilitate the fading averaging problem in a unified manner using the MGF-derivative approach. Now substituting (8) or (9) into (7) we can obtain the unfaded AUC respectively as

\[
A(\gamma) = \frac{1}{2^u \Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(k+2u+1,1+u;0.5)}{u^2 (2u)^{2u+1}}
\]

(10)

\[
A(\gamma) = 1 - \frac{1}{\Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(k+2u+1,1+u+k;0.5)}{(u+k) \Gamma(k+u+1,2^{2u+k})}
\]

(11)

where, \( _2F_1(.,.;.) \) is the confluent hypergeometric function. The average AUC (\( \bar{A} \)) over fading channels can be evaluated as

\[
\bar{A} = \int_0^\infty A(\gamma) f_\gamma(\gamma) d\gamma
\]

(12)

Substituting (10) into (12) yields average AUC as

\[
\bar{A} = \frac{1}{u 2^u \Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(k+2u+1,1+u;0.5)}{u^2 (2u)^{2u+1}} \int_0^\infty e^{-\gamma} f_\gamma(\gamma) d\gamma
\]

(13)

where,

\[
\int_0^\infty e^{-\gamma} f_\gamma(\gamma) d\gamma = (-1)^k \phi^{(k)}_\gamma(s)_{s=1}
\]

(14)

is the Laplace-transform identity. \( \phi^{(k)}_\gamma(s) \) is the \( k \)-th derivative of the MGF \( \phi_\gamma(s) \) of the received SNR over the fading channel. Substituting (14) into (13), we obtain the average AUC over the generalized channels for the no-diversity as

\[
\bar{A} = \frac{1}{u 2^u \Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(k+2u+1,1+u;0.5)}{u^2 (2u)^{2u+1}} (-1)^k \phi^{(k)}_\gamma(s)_{s=1}
\]

(15)
Similarly, another generic expression for the average AUC can be derived using (11) as (16).

\[
\bar{A} = 1 - \frac{1}{\Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(k+2u)F_1(1,k+2u;1+u+k;0.5)}{(u+k)\Gamma(k+u)k! 2^{2u+k}} (-1)^k \phi_\gamma^{(k)}(s) \bigg|_{s=1}
\]  

(16)

Since \( k \)-th derivative of the MGF of the common multipath fading channels are available, the average AUC can be readily obtained from (15) or (16). Thus, (15) and (16) provides generalized solutions over the myriad fading environments. For convenience, the \( k \)-th order derivatives of the MGF of the end-to-end SNR of common fading channels are listed in Table I[16]. Similarly, (15) and (16) are also applicable to the channels with composite effects (fading with shadowing). To obtain the detection performance for channels with composite effects, we just need the higher order derivative of the MGF of the effective SNR of the channel with the composite effects.

Even though we have infinite series in (15) and (16), they converge with reasonable numbers of terms with truncation error less than .01%. Table 2 shows the number of terms required for obtaining a four figure accuracy for various channels. The Table also shows that the series in (16) converges much faster than the series in (15). Herath et al. also showed the convergence for the similar Marcum-Q function in [17] with reasonable number of terms.

It is now worth mentioning that the MGF based solution also simplifies the ROC analysis. We can easily obtain the average detection probability \( \bar{P}_d(\gamma, \lambda) \) by averaging the \( P_x(\gamma, \lambda) \) ((8) or (9)) over the PDF of channel SNR and express in terms of the higher order derivatives of the MGF of the end-to-end SNR as

\[
\bar{P}_d(\gamma, \lambda) = \sum_{k=0}^{\infty} \frac{(-1)^k \Gamma \left( \frac{u+k, \lambda}{2} \right)}{(u+k)\Gamma(u+k)k!} \phi_\gamma^{(k)}(s) \bigg|_{s=1}
\]

(17)

\[
\bar{P}_d(\gamma, \lambda) = 1 - \sum_{k=0}^{\infty} \frac{(-1)^k G \left( \frac{u+k, \lambda}{2} \right)}{(u+k)\Gamma(u+k)k!} \phi_\gamma^{(k)}(s) \bigg|_{s=1}
\]

(18)

Thus, using Table-I, we can also easily obtain \( \bar{P}_d(\gamma, \lambda) \) for various channel models.

\subsection{3.2 CDF Based Framework}

We were motivated to develop a CDF based framework to handle specific diversity combining scenarios. For some diversity combining cases CDF based approach has advantages over other frameworks: selection combining (SC) is such a scheme. The average AUC, based on the CDF approach can be given as (See the detail derivation in Appendix-A).

\[
\bar{A} = 1 - \frac{\Gamma(2u)}{2^{2u+1}\Gamma(u+1)\Gamma(u+1)} \int_0^\infty F_\gamma(\gamma)e^{-\gamma} F_1(2u,u+1;\frac{\gamma}{2}) d\gamma
\]

(19)

Eqn. (19) can be solved numerically for fading channels using the CDF listed in [18, pp. 420] easily by common mathematical software packages (e.g., MATLAB, Mathematica).
Table 1. MGF of SNR and its k-th Derivative for Several Common Stochastic Channel Models

<table>
<thead>
<tr>
<th>Channel Model</th>
<th>MGF of SNR $\phi_r(s) = \sum_{n=0}^{\infty} \frac{\gamma^n}{n!} e^{-\gamma} $</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rayleigh</td>
<td>$k^{th}$ Derivative of the MGF $\phi_r^{(k)}(s)$ with L-Branch (i.i.d. $L=1$: no-diversity)</td>
</tr>
<tr>
<td>Nakagami–q</td>
<td>$b = \frac{1}{1+q^2}$</td>
</tr>
<tr>
<td>Nakagami–n</td>
<td>$b = 1 - q^2 / (1+q^2)$</td>
</tr>
<tr>
<td>Nakagami–m</td>
<td>$b = 1 - q^2 / (1+q^2)$</td>
</tr>
<tr>
<td>K-distribution</td>
<td>$\sum_{x=1}^{n} \frac{\gamma^x}{x!} e^{-\gamma} (\gamma + a)^{x/m} / (1 + (\gamma + a)^{x/m}) + \Psi(a + j + 1; j + \alpha + j; \gamma) ; \ k &gt; 0$</td>
</tr>
<tr>
<td>Weibull</td>
<td>$\frac{(c/\beta)^{1+c} - \gamma^{c+1}}{\Gamma(1+c) \beta c}$</td>
</tr>
<tr>
<td>G-Dist</td>
<td>$m \sum_{r=0}^{m+1} \frac{1}{r!} \frac{(-r)^{r+1}}{(r+1)!} \sum_{p=0}^{\alpha} \frac{\Gamma(r+1)}{\Gamma(r+1-p)} b^{p+1}$</td>
</tr>
</tbody>
</table>

\*L-Branch for MRC/SLC
The output SNR, \( \gamma_{\text{MRC}} \) of the MRC combiner is the sum of all the SNRs on all branches, i.e.,
\[
\gamma_{\text{MRC}} = \sum_{l=1}^{L} \gamma_l
\]
where \( L \) is the number of diversity branches[18]. The statistics of the decision variable of a MRC follows \( \chi^2_n \) distribution under \( H_0 \) and \( \chi^2_n (\gamma_{\text{MRC}}) \) under \( H_1 \) Hypothesis[9]. Therefore, the \( P_f (\lambda) \) and the \( P_a (\gamma, \lambda) \) at the MRC output for AWGN channels can be evaluated by (3) and (4) respectively. Thus, using the TABLE 1 for the \( i.i.d. \) branch, average AUC over various channels can be readily derived from (15) or (16). For instance, average AUC for \( i.i.d. \) branches over Nakagami-\( m \) and Rice channels models can be given in (20) and (21) respectively.

4.1. Maximum Ratio Combining (MRC)

The output SNR, \( \gamma_{\text{MRC}} \) of the MRC combiner is the sum of all the SNRs on all branches, i.e.,
\[
\gamma_{\text{MRC}} = \sum_{l=1}^{L} \gamma_l
\]
where \( L \) is the number of diversity branches[18]. The statistics of the decision variable of a MRC follows \( \chi^2_n \) distribution under \( H_0 \) and \( \chi^2_n (\gamma_{\text{MRC}}) \) under \( H_1 \) Hypothesis[9]. Therefore, the \( P_f (\lambda) \) and the \( P_a (\gamma, \lambda) \) at the MRC output for AWGN channels can be evaluated by (3) and (4) respectively. Thus, using the TABLE 1 for the \( i.i.d. \) branch, average AUC over various channels can be readily derived from (15) or (16). For instance, average AUC for \( i.i.d. \) branches over Nakagami-\( m \) and Rice channels models can be given in (20) and (21) respectively.

\[
\overline{A}(\gamma)_{\text{MRC}} = \left\{ \begin{array}{ll}
\frac{1}{u^2} \sum_{k=0}^{m} \frac{\Gamma(k + 2u) \gamma^k \Omega^{m+k} \Gamma(mL + k)}{\Gamma(k + u)k!2^{(u+k)}} & \text{for } m \leq u \\
\frac{1}{u^2} \sum_{k=0}^{u} \frac{\Gamma(k + 2u) \gamma^k \Omega^{m+k} \Gamma(mL + k)}{\Gamma(k + u)k!2^{(u+k)}} & \text{for } m > u
\end{array} \right.
\]

(20)
\[ \bar{A}(\gamma)_{Ric}^{MRC} = \frac{1}{u^2 \Gamma(u)} \sum_{k=0}^{\infty} \Gamma(k + 2u) \frac{\Gamma(L + k - 1)!(1 + K)^L}{\Gamma(k + u)k!2^{u+k}} \] 
\[ \times \exp \left( -KL\Omega \right) \sum_{i=0}^{L-1} \frac{1}{i!(L - i - 1)!(1 + K)^L} \right) \] 
\[ \left( KL(1 + K)^L \right)^i \]

For general cases of \textit{i.n.d.} branches, we can use the MGF of the effective SNR at the combiner as \( \phi(s)_{MRC} = \prod_{i=1}^{L} \phi(s)_i \), where \( \phi(s)_i \) is the MGF of the SNR of the \( i \)-th branch. Using the Leibniz differentiation rule [19, eq. (0.42)], we can obtain the \( k \)-th derivative of \( \phi(s)_{MRC} \) as

\[ \phi(s)_i^{(k)} = \sum_{n_1=0}^{k} \sum_{n_2=0}^{n_1} \ldots \sum_{n_{L-1}=0}^{n_{L-2}} \frac{k!}{n_1!n_2!\ldots!n_{L-1}!} \phi(s)_1^{(k-n_1)} \phi(s)_2^{(k-n_2)} \ldots \phi(s)_L^{(n_{L-1})} \] 

Thus, using (22) in (15) or (16), average AUC can be obtained for MRC over \textit{i.n.d.} branches for any fading channel.

### 4.2. Square-Law Combining (SLC)

Since the output decision is combined after the sampling, the decision variable is the sum of \textit{i.i.d.} The statistics of the decision variable of a SLC follows \( \chi^2 \) distribution under \( H_0 \) and \( \chi^2_{2\Delta u} (\epsilon_{SLC}) \) under \( H_1 \) Hypothesis[9]; where the non-centrality \( \epsilon_{SLC} = \sum_{l=1}^{L} \gamma_l = 2\gamma_{SLC} \); hence the \( P_f (\lambda) \) and \( P_d (\gamma, \lambda) \) can be expressed by (3) and (4) respectively by replacing \( u \) with \( Lu \). Thus, for the SLC scheme, average AUC can be obtained over myriad fading environments using the same derived expressions (15) or (16) just by replacing \( u \) with \( Lu \). Similar to the \textit{i.n.d.} MRC, we can also obtain average AUC for the \textit{i.n.d. SLC} as \( \phi(s)_{SLC} = \prod_{i=1}^{L} \phi(s)_i \).

### 4.3. Selection Combining (SC)

With SC, the path output from the combiner has an SNR equal to the maximum SNR of all the branches given by \( \gamma_{sc} = \max (\gamma_1, \gamma_2, \ldots, \gamma_L) \). Because of the single branch considered at any given period the decision output is the \textit{i.i.d.} variable and follows the \( \chi^2 \) for \( H_0 \) and \( \chi^2_{2\Delta u} (\epsilon_{i}) \) for \( H_1 \). Since SC selects single branch at any given period, we have treated this scheme based on the developed CDF approach. For \( L \) branch diversity, the CDF is given as[18]

\[ F_{\gamma_{sc}} = P(\max[\gamma_1, \gamma_2, \ldots, \gamma_L] < \gamma) = \prod_{l=1}^{L} P(\gamma_l < \gamma) = \prod_{l=1}^{L} F_{\gamma_l}(\gamma) \] 

where, \( F_{\gamma_l}(\gamma) \) is the CDF of the \( l \)-th branch. Thus, the average AUC over the fading channels for the SC scenario can be given readily using (19) as

\[ \bar{A}_{SC} = 1 - \frac{\Gamma(2u)}{2^{2u} \Gamma(u) \Gamma(u + 1)} \int_{0}^{\infty} F_{\gamma_{sc}}(\gamma) e^{-\gamma} \int_{1}^{\gamma_{sc}} F_{\gamma_l}(2u, u + 1; \frac{\gamma}{2}) d\gamma \] 

As an illustration, average AUC can be given using the CDF [18] of link SNR over \textit{i.n.d.} Nakagami-\( m \) channels for the SC scheme from (24) as
\[ \overline{\mathcal{A}}_{\text{SC}}^{\text{Nat}} = 1 - \frac{\Gamma(2u)}{2^u \Gamma(u) \Gamma(u+1)} \prod_{i=1}^{L} \left[ 1 - \Gamma\left( \frac{m_i}{\Omega_i}, \frac{\Omega_i}{2} \right) \right] e^{-\frac{\gamma}{2}} F_i(2u, u + 1; \gamma) d\gamma \]  \hspace{1cm} (25)

For \textit{i.i.d.} case, (25) becomes

\[ \overline{\mathcal{A}}_{\text{SC}}^{\text{Nat}} = 1 - \frac{\Gamma(2u)}{2^u \Gamma(u) \Gamma(u+1)} \prod_{i=1}^{L} \left[ 1 - \Gamma\left( \frac{m_i}{\Omega_i}, \frac{\Omega_i}{2} \right) \right] e^{-\frac{\gamma}{2}} F_i(2u, u + 1; \gamma) d\gamma. \]  \hspace{1cm} (26)

Similarly the average AUC over the \textit{i.i.d.} Rice channels can be given as

\[ \overline{\mathcal{A}}_{\text{SC}}^{\text{Ric}} = 1 - \frac{\Gamma(2u)}{2^u \Gamma(u) \Gamma(u+1)} \prod_{i=1}^{L} \left[ 1 - Q\left( \sqrt{2K}, \frac{2(1+K)\gamma}{\Omega} \right) \right] e^{-\frac{\gamma}{2}} F_i(2u, u + 1; \gamma) d\gamma \hspace{1cm} (27)\]

where, \( Q(\cdot,\cdot) \) is the first order Marcum Q function. Although in[5], closed form expression is developed for SC scheme, it requires critical mathematical calculations while our CDF based approach is simple and can be solved numerically using any math package easily. Hence this framework is more attractive compared to the one given in [5]. Moreover, the developed expression is applicable to all common fading channels. This method can also be used suitably for characterizing the ROC curve of average detection probability.

4.4. Composite Channels

Wireless channel is a complicated phenomenon and the communication is affected by not only various multipath fading but also by shadowing effects. Shadowing process is typically modelled as a lognormal distribution [20]. Practical wireless channels can be modelled as multipath fading superimposed on lognormal shadowing but due to the difficulty of analyzing, shadowing effect is commonly neglected in the literature. But in recent time, Shankar[21] showed that the generalized-\(K(\mathcal{K}_G)\) distribution can be used to model fading and shadowing phenomena effect in mobile communication channels and this distribution makes the mathematical performance analysis much simpler to handle as compared to Lognormal-based models such as Nakagami-\(m\) or the Rayleigh-Lognormal (R-L) model. To take this advantage, we considered the \(K_G\) distribution to include the composite effects in the performance analysis.

Similar to the multipath fading scenarios we can also derive the average AUC over the composite channels (\textit{i.i.d.} or \textit{i.n.d.} cases) for various combining schemes. For example, the SLCover \textit{i.n.d.}\(K_G\) distribution for composite effects can be given as

\[ \overline{\mathcal{A}}_{\text{SLC}}^{\text{comp}} = 1 - \frac{1}{\Gamma(uL)} \sum_{k=0}^{\infty} \frac{\Gamma(k + 2uL)}{(uL + k) \Gamma(k + uL) k! 2^{(2uL + k)}} (-1)^k \]
\[ \times \sum_{n_1=0}^{n_1} \sum_{n_2=0}^{n_2} \ldots \sum_{n_{L-1}=0}^{n_{L-1}} \left\{ \frac{n_1}{n_1} \frac{n_2}{n_2} \ldots \frac{n_{L-2}}{n_{L-2}} \right\} \phi^{(k-n_1)}(s) \phi^{(n_1-n_2)}(s) \ldots \phi^{(n_{L-2}-1)}(s) \phi^{(n_{L-1})}(s) \]  \hspace{1cm} (28)

where, \( \phi^{(k)}(s) \) is the \(k\)-th derivative of the MGF of the \(i\)-th channel SNR with composite effects (see Table-1, \(K_G\) distribution). For SC scheme, we follow the derived CDF approach (19). The CDF \( F_{\gamma}(\gamma) \) can be given as [22]
\[ F_p(\gamma) = \pi \csc(\pi \alpha) \left[ \frac{(\Theta \gamma)^m \cdot F_2(m; 1 - \alpha, 1 + m; \Theta \gamma)}{\Gamma(k) \Gamma(1 - \alpha) \Gamma(1 + m)} - \frac{(\Theta \gamma)^k \cdot F_2(k; 1 + \alpha, 1 + k; \Theta \gamma)}{\Gamma(m) \Gamma(1 + \alpha) \Gamma(1 + k)} \right] \]  

where, \( pFq(\cdot) \) is the generalized hypergeometric function\[19, \text{eq. (9.14/1)}\], and \( p, q \) are integers. Thus, inserting (29) into (24), average AUC for SC scheme can be derived over the \( K_G \) distribution easily by numerical methods.

5. NUMERICAL RESULTS

We have used Mathematica and MATLAB software to obtain various numerical results of the average AUC in myriad channel environments. We completed analyses in two parts; the first part includes the no-diversity and the second part includes the diversity combining scenarios for i.i.d./i.n.d. channels. But first we want to give a glimpse of AUC's appealing approach in contrast to ROC curve. We show how the AUC works as the single figure of merit and useful it could be specially when the ROC curves overlaps. Figure 1 shows the overlapping complementary ROC curves for various detectors. It is difficult to picture visually which detector gives better performance in the case of overlapping scenario. Using the average AUC expressions proposed in this article, we obtain distinct average AUC curves against the SNR, which makes the comparison much easier (Figure 2). The computed average AUC value at mean 10 dB for the curves (top to bottom) in Figure 2 are 0.9966, 0.9898, 0.9821, 0.9663, 0.924, 0.9158. This implies that the average AUC can be a single figure of merit that characterizes the performance of an energy detector over the range of received signal SNR.

Figure 1. Complementary ROC curves of different detection configuration in Nakagami-\( m \) channel, \( m=2, \text{mean SNR} = 10 \text{ dB} \)
5.1. No-Diversity Scenarios

In Figure 3, we present the strength of the MGF based framework by showing the performance curves in various fading channel models. The detection performance in [5] with AUC metric is analyzed only over Nakagami-\(m\) fading channel and the expression is not easy to extend for generalization whereas our derived frameworks are compact and can be easily utilized for various i.i.d./i.n.d. fading channels. For illustrations we have considered the Nakagami-\(m\), Rice, Nakagami-q and \(K_G\) distribution. Each AUC curve in Figure 3 shows that the performance becomes 0.5 if the detector’s performance is no better than flipping a coin and increases to 1 as the performance improves. Thus, it is more meaningful to describe practical detector’s performance with the AUC metric in contrast to ROC metric. Although not reported here, we noticed that at high SNR, the performance is better but for a fixed SNR, the higher sampling \((u)\) numbers do not increase the detection performance since the false alarm also increases. We also observed though not shown that the impact of Rice \(K\) factor on the performance is insignificant for curves below 0 dB and it affects slightly on curves over 5 dB. When shadowing is present with the multipath fading effects, the detection performance is not as good as the case when only multipath fading is present. This can be seen by comparing the curve for the composite effects (∂\(\partial(G)\) distribution) and the Nakagami-\(m\) channel only. When \(m=1\), \(K_G\) distribution becomes \(K\) distribution. We also noticed that the detection performance is better over \(K_G\) distribution in comparison to only\(K\) distribution (not shown here). Figure 3 also includes the curves with the half-odd integer \(u\) and \(m\) values, which are in sharp contrast for most existing results.
Figure 3. Average AUC vs. mean SNR for no-diversity

Figure 4. Average AUC vs. mean SNR with diversity combining over Nakagami-$m$ channels; $m_1 = 3, m_2 = 2, \mu = 2, \bar{\gamma}_1 = 2\bar{\gamma}_2$, where $\bar{\gamma}_i$ is the end-to-end mean SNR for $i$-th branch.
Figure 5. AUC vs. mean SNR with dual diversity combining over i.n.d. Rice fading ($K_1 = 2, K_2 = 4, u = 4.5, \gamma_2 = 2\gamma_1$).

Figure 6. Average AUC vs. diversity branch $L$ over i.i.d. Nak-m channel ($u = 4, m = 2$)
Figure 7. Average Complementary AUC (CAUC) for dual diversity reception over $K_G$ distribution ($u = 2, k = 3, m = 2$)

Figure 8. Comparison of (a) $i.i.d.$ ($\gamma_2 = \bar{\gamma}_1$) and (b) $i.n.d.$ cases ($\gamma_2 = 5\bar{\gamma}_1$) for SSC scheme over Nakagami-$m$ channels
5.2. Diversity Scenarios

The developed frameworks can be applied easily for common receiver diversity combining scheme over myriad fading channels. For illustrations, we have presented results for MRC, SLC, SC and SSC schemes over Nakagami-\(m\), Rice, and \(K_G\) distribution for i.i.d./i.n.d. cases. Mostly dual diversity combining is considered for simplicity. We used (22) either with (15) or (16) for i.n.d.MRC and SLC for demonstrating detection performance over various fading channels. For SSC, we used generalized framework (15) or (16) with the optimized threshold value[18]. For the SC scheme we used the CDF based solution given in (24).

In Figure 4, we have presented detection performance for various receiver diversity combining schemes over the i.i.d. and i.n.d. Nakagami-\(m\) fading channel model while in Figure5, we have produced results for various diversity combining over i.n.d. Rice fading channels. It can be noted now that our frameworks are straightforward to handle the i.n.d. cases, which were until now either intractable or intricate to solve because of the cumbersome frameworks. Figure 6 shows the impact of number of branches on the detection performance over the i.i.d. Nakagami-\(m\) channels. In Figure 6, it is observed that when the number of branch increases, the detection performance also increases but for higher SNR (> 5 dB), more than 5 branches do not make any significant difference in detection performance. In all cases (Figure4- Figure6), MRC shows the upper bounded performance because of the higher end-to-end SNR associated with the MRC but in reality MRC combiner is impractical for simple energy detector since it is a coherent combining method; instead SLC scheme is suitable for practical implementation. In Figure7, the dual diversity reception is illustrated for various combining schemes over the i.i.d.\(K_G\)distribution for the composite effects. A comparison is also made in this plot for the MRC scheme between theNakagami-\(m\) and \(K_G\) distribution. It shows that when the shadowing is present, detection performance is poor compared to one without the shadowing effect. Finally in Figure8, comparisons are made by the complementary AUC curves between i.i.d. and i.n.d. dual diversity SSC scheme in Nakagami-m fading channels with different \(m\) values. It shows that as the \(m\) increases, the detection performance also improves as expected and the performance for i.n.d. shows better for cases when \(\gamma_2 = n \gamma_1\) (where \(\gamma_i\) is the end-to-end mean SNR for \(i\)-th branch).

In all cases, diversity combining shows better detection probability vs. no-diversity cases even at the low SNR. The composite effects are usually neglected in the research community due to its mathematical complexity but our frameworks are capable of handling the analytical difficulty. Our frameworks establish that they can be used with any fading environments with even half-odd integer \(u\) or \(m\) values (fading index of Nakagami-m channels). Thus, we have demonstrated the usefulness of the proposed frameworks and also emphasized that the AUC performance metric is a more desirable metric in contrast to ROC for describing the energy detection performance measurement.

6. Conclusions

We have developed two analytical approaches to characterize the AUC performance metric of energy detectors over myriad fading channel models. We then study the usefulness of the frameworks for the diversity combining techniques in i.i.d./i.n.d. wireless channels subject to multipath fading and composite effects. The results indicated that our solutions are capable of handling myriad fading statistics for single channels as well as for various diversity combining techniques. The results also demonstrated that at low SNR the diversity combining techniques improve the signal detection probability without any rigorous mathematics. The results could be readily used in deciding the diversity order and/or the energy threshold value required to achieve a specified false alarm rate for different operating scenarios of a cognitive radio system.
We emphasized AUC metric to describe the energy detector’s performance more meaningfully. Although AUC measurement provides simple and meaningful system performance, it is addressed only recently in the communication areas. Thus, our work adds significant values to the communication fields. The significant contribution of this work is the simplicity of our approach in analysing the energy detector’s performance by involving either single fast converging series in conjunction with higher order derivative of the MGF of the channel SNR or by a CDF based single integral formula. The frameworks do not require vigorous mathematical calculations and allow obtaining new results for several other cases for which simple solutions were not available until now. Moreover, our approach can be used with half-odd positive integer \( u \) and \( m \) values. To our best knowledge, use of half-odd positive integer \( u \) or half-odd positive integer \( m \) alone in the detection performance is not available in the literature besides our own works. Our frameworks can be easily extended for the relay based cooperative spectrum sensing and the results could readily be used to choose right parameters for energy detectors in cooperative and cognitive radio systems. Our work, thus has contributed significantly in cooperative, and cognitive communications areas.

**APPENDIX-A**

The average probability of detection can be given as

\[
\overline{P_d} = \int_{0}^{\infty} Q_u \left( \frac{2\gamma}{\sqrt{\lambda}} \right) f_{\gamma} \left( \gamma \right) d\gamma \tag{A-1}
\]

where, \( f_{\gamma} \left( \gamma \right) \) is the PDF of the end-to-end link SNR. Using the integration by part and the identity[24, eq. (11)], it is straightforward to show that

\[
\overline{P_d} = 1 - \int_{0}^{\infty} \left( \frac{\lambda}{2\gamma} \right)^{u/2} e^{-\gamma(\frac{\lambda}{2\gamma} - 1)} I_u \left( \sqrt{2\lambda\gamma} \right) F_{\gamma} \left( \gamma \right) d\gamma \tag{A-2}
\]

Where, \( F_{\gamma} \left( \gamma \right) \) is the CDF of the link SNR and \( I_u \left( \cdot \right) \) is the \( u \)-th order modified Bessel function of the first kind. Using (6) in (12), we can write:

\[
\overline{A} = \int_{0}^{\infty} \frac{dP_f \left( \lambda \right)}{d\lambda} d\lambda \tag{A-3}
\]

Substituting (3) and (A-2) in (A-3), we obtain

\[
\overline{A} = -\int_{0}^{\infty} \frac{dP_f \left( \lambda \right)}{d\lambda} d\lambda + \frac{1}{2^u \Gamma(u)} \int_{0}^{\infty} F_{\gamma} \left( \gamma \right) e^{-\gamma} (2\gamma)^{-u/2} I_u \left( \sqrt{2\lambda\gamma} \right) d\gamma \tag{A-4}
\]

where,

\[
I \left( \lambda \right) = \int_{0}^{\infty} \frac{3}{2} e^{-\frac{1}{2}} I_u \left( \sqrt{2\lambda\gamma} \right) d\lambda \tag{A-5}
\]

Substituting \( u = 2n \) and using [19, eq. (6.643-2)], (A-5) can be given in terms of \( u \) as (A-6).
\[ I(\lambda) = \frac{\Gamma(2u)}{\Gamma(u+1)} \left( \frac{\gamma}{2} \right)^{-u/2} e^{\gamma/4} M_{\frac{1}{2}, \frac{1}{2}} \left( \frac{1}{2} \gamma \right)^{u/2} \]  \hspace{1cm} (A-6) \\

where \( M_{k,m}(z) \) is the Whittaker function and with the identity [18, eq. (9.220-2)], (A-6) can be simplified as

\[ I(\lambda) = \frac{\Gamma(2u)}{\Gamma(u+1)} \left( \frac{\gamma}{2} \right)^{-u/2} {}_1F_1(2u, u + 1; \frac{\gamma}{2}) \]  \hspace{1cm} (A-7) \\

where, \( {}_1F_1(a, b ; c) \) is the confluent hypergeometric function. Substituting (A-7) in (A-4), we obtain the average AUC over the fading channels as (19).
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