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ABSTRACT 

Congestion control limits the quantity of information input at a rate less important than that of the 

transmission one to ensure good performance as well as protect against overload and blocking of the 

network. Researchers have done a great deal of work on improving congestion control protocols, 

especially on high speed networks. 

In this paper, we will be studying the congestion control alongside low and high speed congestion control 

protocols. We will be also simulating, evaluating, and comparing eight of high speed congestion control 

protocols : Bic TCP, Cubic TCP, Hamilton TCP, HighSpeed TCP, Illinois TCP, Scalable TCP, 

Compound TCP and YeAH TCP, with multiple flows. 
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1. INTRODUCTION 

In Internet, there are some machines responsible for transmitting data packets, and other that 

take off these packets from the queue. If the sender machine sends a data packet rate much more 

important than the rate of the receiver, network congestion is produced, hence, a congestion 

control will limit the quantity of input information with a lower rate than the transmission one to 

guarantee a good performance as well as a network protection against overloading and blocking. 

The high number of high speed congestion control protocols led us to prepare this research 

work, which focuses on evaluating and comparing high speed congestion control protocols. 

This paper is organized as follows: 

In the second section we study the state of the art. In the third one, we present the architectures 

used as well as the curves and the performances evaluation for different high speed congestion 

control protocols. 

2. STATE OF THE ART 

Researchers have worked on the enhancement of high speed congestion control protocols. 

Practically every year, one or two protocols are implemented having for each one of them its 

own specific strengths and weaknesses. 

Recently, the research works are interested in evaluating the performance of these protocols by 

comparing among 2 to 5 protocols with 1 to 12 flows [1] [2] [3] [4] [5] [6].  

HS-TCP [7] : If the congestion window is low, HS-TCP behaves just like the standard TCP, 

once the congestion window exceeds the max_ssthresh, it rises in an aggressive way. The 
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algorithm of HS-TCP is an AIMD Additive Increment cwnd = cwnd + a(cwnd) Multiplicative 

Decrement cwnd = (1- b(cwnd)) x cwnd, the values used for HSTCP are a(cwnd) in the interval 

of [1,72], b(cwnd) in the interval of [0.1,0.5] and low_window equals 38 packets. when cwnd is 

lower than low_window a(cwnd) = 1 and b(cwnd) = 0.5 thus the algorithm acts just like a 

standard TCP, in the case of a packet loss, the cwnd is reduced to 50%, when the cwnd reaches 

the high_window a(cwnd ) = 72 and b(cwnd)=1. 

 

If there is an acknowledgment: 

�			�� =	1 + β	2 	× 	cwnd													cwnd < ���� = 	cwnd																														cwnd ≥ 	�� � w�	=	cwnd		
Scalable TCP [8] : For this protocol the cwnd increases with 0.001, if a congestion is detected 

the cwnd reduces with 0.125 independently from the throughput and the packet size. This 

algorithm is a MIMD; Multiplicative Increase since the cwnd increases with 0.01 per 

acknowledgment, Therefore there is a total increase of 0.01 cwnd per RTT, and Multiplicative 

Decrease since the cwnd decreases with 0.125 per packet loss. 

BIC TCP [9] : uses a function that allows to have a rapid increase of cwnd when its value is far 

from the maximal threshold Smax and to slowly decrease when having a value close to w_1. 

cwnd = (1 – β) × cwnd 

With :  

f�	(δ, cwnd) = 

���
��
��

									
β

δ
				δ ≤ 1	and	cwnd < 	w�																									or		w� ≤ cwnd < 	w� + β					δ							1 < δ ≤	S !"		and		cwnd < 	w�												#$

β%1 				β ≤ cwnd −	 	w� < S !"	(1− β)			S !"								otherwise																																						
� 

   

cwnd : Current congestion window  S !" : Maximal threshold S ,- : Minimal threshold 

Β : Decrease factor usually equals 0.875 

CUBIC TCP [10] : The name CUBIC refers to the function of the congestion window increase 

which is cubic, when receiving an ACK: 

cwnd = C (T – K) ³ + Max0#-1  

When having a packet loss: 

cwnd =  β Max0#-1 

With : 

 

 



International Journal of Network Security & Its Applications (IJNSA), Vol.4, No.5, September 2012 

17 

 

 

 

 

 

 

 

 

HTCP [11] : uses ∆ the duration since the last congestion rather than cwnd as information 

about the product delay bandwidth BDP. The increase parameter of AIMD (additive-

increase/multiplicative-decrease) varies depending on ∆. It also depends on the value of RTT 

which has provoked the unfairness among the competitor flows with different RTTs. 

In case of receiving an ACK: 

cwnd = cwnd + 
�(�%β)	23(4)0#-1  

 

In case of packet loss: 

cwnd = gβ(B) × cwnd 

With : 

f�(Δ) = 8 1																																															Δ	 ≤ 	Δ9																						max	;f�<(Δ)	T ,-	,1> 										Δ > 	Δ9																							� 
gβ(B) = @ 0.5																																		 DE(FG�)	–	E(I)E(F) D > 	ΔE										min	 JKLMNKLOP 		 ,0.8R 										otherwise																									� 
 

cwnd : Current congestion window 

α : Increase parameter 

β : Decrease parameter 

∆ : Duration of time since the last congestion 

∆9 : Threshold to change the mode low speed to highspeed T ,- : Minimal duration of sending and receiving packets  T !" : Maximal duration of sending and receiving packets B(K + 1) : Maximal throughput reached before a congestion f�<(Δ) = 1 +10 (∆ -	∆9) + 0,25 (∆ - ∆9)² 
 
Illinois TCP [12] : Similar to standard TCP, Illinois-TCP increases the congestion window by 

using two parameters α and β, it is based on packet loss to define the congestion window value, 

however the values of α and β are not constant by using the delays. 

When receiving an ACK: 

cwnd = cwnd + 
αTUVW 

Cwnd : Current congestion window 

C : Constant 

T : Duration of time since the last congestion Max0#-1 : Size of the last congestion window 

K : XMax0#-1	β/C	Z
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When losing packets: 

cwnd = (1- β) × cwnd 
With : 

α = 	[�(\]) = ^ 			α_]`																					\] ≤ 	\�									 a$abG	Wc 																			deℎgh�ijg� 
β = 	[�(\]) =  @ β_kV																					\] ≤ 	\�							lm +	ln\] 							\� < \] < 	\m		β_]`																deℎgh�ijg � 

 l� = 
(Wo%	W$)	αopqαocr

αocr%	αopq  

 l� = 
(Wo%	W$)	αopq
αocr%	αopq  - \� 

lm = 
	βopqWZ%	βocrWbWZ%	Wb  ln = 

	βocr%	βopqWZ%	Wb  

α_kV = 
a$abG	Wost , α_]` =	 a$abG	W$  

β_kV = lm +	ln\�		 , β_]` =lm +	ln\m		 
 
YeAH TCP [13] : the algorithm starts with the Slow Start if cwnd < ssthresh and Scalable TCP 

once cwnd reaches the ssthresh. This protocol uses two modes, fast mode and slow mode. In the 

case of the fast one, the congestion window increases aggressively, for the second mode, the 

protocol behaves similarly to Reno TCP. The mode is chosen according to the queue status. 

Having RTTEvwx the minimal RTT measured by the sender and RTTyz{ the minimal RTT 

estimated from the current window. The estimated delay is: RTT|}~}~ =	RTT ,- −	RTT�!�~ 
Thanks to this value, the number of packet on hold in the queue can be defined as follows: 

Q = RTT|}~}~ 	× G = 	RTT|}~}~ 	× 	 cwndRTT ,- 
 And G is the throughput. 

COMPOUND TCP [14] : Is a compilation of two approaches delay based and loss based with the 

congestion avoidance of TCP  protocol. A new variable delay window (dwnd) was added wich 

gives the protocol more aggressive.  

win = min (cwnd +dwnd, awnd)  

With :  

dwnd(t+1)=� \��\(e) + ;�.�i�(e)a − 1>									i[\i[[ < �(\��\(e) − �. \i[[)																									i[	\i[[ ≥ �J�i�(e). (1 − �) − TUVW� R 		��	��jg	d[	����ge	�djj															
� 

•  i[	\i[[ < �: The link is free 

•  i[	\i[[ < � : There are a congestion. \i[[ = (g��g�eg\ − ��e���) ∙ ��jg��� 
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In case of receiving an ACK:  

cwnd = cwnd + 
1UkV 

For the congestion avoidance : 

In case of receiving an ACK:  

win(t+1) = win(t) + α.wi

In case of packet loss: 

win(t+1) = win(t).(1- β) 

3. SIMULATION AND PERFOR

3.1. Architecture 

In order to simulate the high speed congestion control protocols, we have chosen a topology (as 

shown in figure 1) composed of a sender and a receiver linked together with two routers by a 

line of 1Gbps of bandwidth, the delay is 1ms. The routers are linked to each other with a line 

having a bandwidth of 200Mbps, the delay is equal to 9

100 packets [15]. The MSS size equals 1460 bytes. The differences among the bandwidths 

capacities provoke congestion. 

To evaluate the performances, we have used 2, 4, 6, 8, 10, 12, 16 and 24 identical flows (as 

shown in figure 2) with a link capacity of 1 Gbps and a delay of

Figure 2

3.2. Efficiency 

The efficiency (rate of utilization or performance) of a network is the percentage of utilization 

[16]. Mathematically, it is the division of the average throughput by the optimal throughput.

International Journal of Network Security & Its Applications (IJNSA), Vol.4, No.5, September

Expected; estimation of the throughput 

; Actual; current throughput 

estimation of transmission delay. 
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IMULATION AND PERFORMANCES EVALUATION 

In order to simulate the high speed congestion control protocols, we have chosen a topology (as 

figure 1) composed of a sender and a receiver linked together with two routers by a 

line of 1Gbps of bandwidth, the delay is 1ms. The routers are linked to each other with a line 

having a bandwidth of 200Mbps, the delay is equal to 98 ms and the queue capacity is exactly 

]. The MSS size equals 1460 bytes. The differences among the bandwidths 

Figure 1.  Basic topology  

To evaluate the performances, we have used 2, 4, 6, 8, 10, 12, 16 and 24 identical flows (as 

shown in figure 2) with a link capacity of 1 Gbps and a delay of 1 ms. 

Figure 2.  Topology with multiple flows  

The efficiency (rate of utilization or performance) of a network is the percentage of utilization 

the division of the average throughput by the optimal throughput.
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In order to simulate the high speed congestion control protocols, we have chosen a topology (as 

figure 1) composed of a sender and a receiver linked together with two routers by a 

line of 1Gbps of bandwidth, the delay is 1ms. The routers are linked to each other with a line 

city is exactly 

]. The MSS size equals 1460 bytes. The differences among the bandwidths 

 

To evaluate the performances, we have used 2, 4, 6, 8, 10, 12, 16 and 24 identical flows (as 

 

The efficiency (rate of utilization or performance) of a network is the percentage of utilization 

the division of the average throughput by the optimal throughput. 
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An efficient network uses the maximum of capacity. 

The following variable �k  is used as the average throughput of a flow i. 

The throughput of a source with n flows is: 

� = 1�		��kV
k��  

We calculate the ratio between the average throughput and the optimal one which is the result of 

an ideal network performance: 

� = ����  
We have used these two topologies to simulate the seven protocols for 1, 2, 4, 6, 8, 10, 12, 16 

and 24 flows.  

The efficiency calculus results are as mentioned in the following graph:  

 

Figure 3. Efficiency for different flow numbers 

 

3.3. Fairness 

The fairness is the attempt of sharing the network capacities among users in a fair way. 

For the purpose of measuring the fairness, one method is used in the networks field which is 

called the Maximin law proposed by Raj Jain [17]. Here is the procedure that allows us to 

calculate the fairness of a proposed algorithm: 

Having an algorithm that provides the distribution v, = [x�, x�,…,x-] instead of the optimal 

distribution v¢£¤ 	= 	 [x�,¢£¤, x�,¢£¤, … , x-,¢£¤]. We calculate the standardized distribution for 

every source as follows: 

k̈ =	 �k���  
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Thus, the fairness index F equals the sum of distributions squared and divided by the square of 

sums: 

© = 	 (∑ k̈Vk�� )²�	 ∑ ¨k²Vk��  

We have used these two topologies to simulate the seven protocols for 1, 2, 4, 6, 8, 10, 12, 16 

and 24 flows.  

The fairness calculus results are as mentioned in the following graph:  

 

 

Figure 4. Fairness for different flow numbers 

 

3.4. Performance 

The performance of a congestion control algorithm is the relation between efficiency and 

fairness:  

Performance = α × E + (1 – α) × F 

With α = [0,1.. 0,9], E the efficiency and F the fairness. 

For the different algorithms, we have calculated the performances for a network rather efficient 

with α = 0,8, a network rather fair with α = 0,2 and a balanced network when α = 0,5. The 

results for 1, 2, 4, 6, 8, 10, 12, 16 and 24 flows are as follows: 

 

Figure 5.a. Performance for different flow numbers (α = 0,8) 
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Figure 5.b. Performance for different flow numbers (

Figure 5.c. Performance for different flow numbers (

4. CONCLUSIONS 

The high number of congestion control algorithms never satisfied the

field is always having changes and enhancements due to the users’ needs and the evolution of 

both of hardware and software in Telecommunications. Indeed, it is difficult to conceive an 

algorithm that gives satisfying results for al

During this research work, we simulated 

4, 6, 8, 10, 12, 16 and 24 flows. We evaluated their performances by calculating the efficiency, 

the fairness as well as the performance.

Basing on the simulation and the high speed protocols performance evaluation, we can conclude 

that: 

• Some protocols perform well in some defined cases, but weak in others.

• The network architecture has got an important impact on the protocols performance.

• For 24 flows, all protocols are unfair.
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Performance for different flow numbers (α = 0,5) 

 

 

Performance for different flow numbers (α = 0,2) 

 

The high number of congestion control algorithms never satisfied the researchers. Since this 

field is always having changes and enhancements due to the users’ needs and the evolution of 

both of hardware and software in Telecommunications. Indeed, it is difficult to conceive an 

algorithm that gives satisfying results for all the architectures. 

During this research work, we simulated eight high speed congestion control protocols for 1, 2, 

4, 6, 8, 10, 12, 16 and 24 flows. We evaluated their performances by calculating the efficiency, 

the fairness as well as the performance. 

asing on the simulation and the high speed protocols performance evaluation, we can conclude 

Some protocols perform well in some defined cases, but weak in others. 

The network architecture has got an important impact on the protocols performance.

For 24 flows, all protocols are unfair. 

September 2012 

22 

 

 

researchers. Since this 

field is always having changes and enhancements due to the users’ needs and the evolution of 

both of hardware and software in Telecommunications. Indeed, it is difficult to conceive an 

high speed congestion control protocols for 1, 2, 

4, 6, 8, 10, 12, 16 and 24 flows. We evaluated their performances by calculating the efficiency, 

asing on the simulation and the high speed protocols performance evaluation, we can conclude 

The network architecture has got an important impact on the protocols performance. 



International Journal of Network Security & Its Applications (IJNSA), Vol.4, No.5, September 2012 

23 

 

 

 

• For 24 flows, the protocols: Bic TCP, Cubic TCP, Hamilton TCP, Scalable TCP and YeAH 

TCP are efficient. 

Further work is required to evaluate the performances of these protocols by using Relentless 

TCP which will be the topic for a multitude of research works in the near future, particularly to 

define if the protocols that have more stability and take more time before falling another time in 

a new congestion such as Cubic TCP and Illinois TCP in order to check if they will well exploit 

the law that forms the basis of Relentless TCP which is the reduction of the congestion window 

with the number of lost segments. It will be also interesting to create a model that changes 

dynamically the congestion control protocols used in terms of flow number to better exploit the 

network capacities as well as studying the QoS. 
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