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ABSTRACT 
 
Content-based image retrieval (CBIR) is a new but widely adopted method for finding images from vast 

and unannotated image databases. As the network and development of multimedia technologies are 

becoming more popular, users are not satisfied with the traditional information retrieval techniques. So 

nowadays the content based image retrieval (CBIR) are becoming a source of exact and fast retrieval. In 

recent years, a variety of techniques have been developed to improve the performance of CBIR. Data 

clustering is an unsupervised method for extraction hidden pattern from huge data sets. With large data 

sets, there is possibility of high dimensionality. Having both accuracy and efficiency for high dimensional 

data sets with enormous number of samples is a challenging arena. In this paper the clustering techniques 

are discussed and analysed. Also, we propose a method HDK that uses more than one clustering technique 

to improve the performance of CBIR.This method makes use of hierachical and divide and conquer K-

Means clustering technique with equivalency and compatible relation concepts to improve the performance 

of the K-Means for using in high dimensional datasets. It also introduced the feature like color, texture and 

shape for accurate and effective retrieval system. 
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1. INTRODUCTION 
 

Content-Based Image Retrieval (CBIR) is defined as a process that searches and retrieves images 

from a large database on the basis of automatically-derived features such as color, texture and 

shape.  The techniques, tools and algorithms that are used in CBIR, originate from many fields 
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such as statistics, pattern recognition, signal processing, and computer vision. It is a field of 

research that is attracting professionals from different industries like crime prevention, medicine, 

architecture, fashion and publishing.  The volume of digital images produced in these areas has 

increased dramatically over the past 10 decades and the World Wide Web plays a vital role in this 

upsurge. Several companies are maintaining large image databases, where the requirement is to 

have a technique that can search and retrieve images in a manner that is both time efficient and 

accurate (Xiaoling, 2009).In order to meet these requirements, all the solutions, in general, 

perform the retrieval process in two steps. The first step is the ‘feature extraction’ step, which 

identifies unique signatures, termed as feature vector, for every image based on its pixel values. 

The feature vector has the characteristics that describe the contents of an image. Visual features 

such as color, texture and shape are more commonly used in this step. The classification step 

matches the features extracted from a query image with the features of the database images and 

groups images according to their similarity. Out of the two steps, the extraction of features is 

considered most critical because the particular features made available for discrimination directly 

influence the efficacy of the classification task (Choras, 2007). 

  

The CBIR focuses on Image ‘features’ to enable the query and have been the recent focus of 

studies of image databases. The features further can be classified as low-level and high-level 

features. The focus is to build a universal CBIR system using low level features. Users can query 

example images based on these features. By similarity comparison the target image from the 

image repository is retrieved. Meanwhile, the next important phase today is focused on clustering 

techniques. Clustering algorithms can offer superior organization of multidimensional data for 

effective retrieval. Clustering algorithms allow a nearest neighbour search to be efficiently 

performed. 

 

The retrieval of content based image involves the following systems 

 

A. Color-based retrieval 
 

Out of the many feature extraction techniques, color is considered as the most dominant and 

distinguishing visual feature. Generally, it adopt histograms to describe it. A color histogram 

describes the global color distribution in an image and is more frequently used technique for 

content-based image retrieval (Wang and Qin, 2009) because of its efficiency and effectiveness. 

Color histograms method has the advantages of speediness, low demand of memory space and 

not sensitive with the image’s change of the size and rotation, it wins extensive attention 

consequently. 

 

 

B. The retrieval based on texture feature 
 
The identification of specific textures in an image is achieved primarily by modeling texture as a 

two-dimensional gray level variation. Textures are characterized by differences in brightness with 

high frequencies in the image spectrum. They are useful in distinguishing between areas of 

images with similar color (such as sky and sea, or water, grass). A variety of methods has been 

used for measuring texture similarity; the best- established depend on comparing values of what 

are well-known as second-order statistics estimated from query and stored images. Essentially, 

these estimate the relative brightness of picked pairs of pixels from each image. From these it is 
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possible to measures the image texture such as contrast, coarseness, directionality and regularity 

[3] or periodicity, directionality and randomness [4]. 

 

C. The retrieval based on shape feature 
 
Shape information are extracted using histogram of edge detection. Techniques for shape feature 

extraction are elementary descriptor, Fourier descriptor, template matching, Quantized 

descriptors, Canny edge detection [5] etc. Shape features are less developed than their color and 

texture counterparts because of the inherent complexity of representing shapes. In particular, 

image regions occupied by an object have to be found in order to describe its shape, and a number 

of known segmentation techniques combine the detection of low-level color and texture features 

with region-growing or split-and-merge processes. But generally it is hardly possible to precisely 

segment an image into meaningful regions using low-level features due to the variety of possible 

projections of a 3D object into 2D shapes, the complexity of each individual object shape, the 

presence of shadows, occlusions, non-uniform illumination, varying surface reflectivity, and so 

on.[6] 

 

D. The retrieval based on clustering techniques 
 
Clustering techniques can be classified into supervised (including semi-supervised) and 

unsupervised schemes. The former consists of hierarchical approaches that demand human 

interaction to generate splitting criteria for clustering. In unsupervised classification, called 

clustering or exploratory data analysis, no labeled data are available [9],[10]. The goal of 

clustering is to separate a finite unlabeled data set into a finite and discrete set of “natural,” 

hidden data structures, rather than provide an accurate characterization of unobserved samples 

generated from the same probability distribution [11], [12]. This paper critically reviews and 

summarizes different clustering techniques.  

 

D.1. Relevance feedback:  
A relevance feedback approach allows a user to interact with the retrieval algorithm by providing 

the information of which images user thinks are relevant to the query [13][14][16].Keyword 

based image retrieval is performed by matching keyword according to user input and the images 

in the database. Some images may not have appropriate keywords to describe them and therefore 

the image search will become complex. One of the solution in order to overcome this problem is 

“relevance feedback” technique [17] that utilize user feedback and hence reduces possible errors 

and redundancy [18][19] .This technique uses a Bayesian classifier [20][13] which deals with 

positive and negative feedback. Content based clustering methods cannot adopt to user changes, 

addition of new topics due to its static nature. To improve the performance of information 

retrieval log-based clustering approaches are brought into the application.  

 

D.2. Log –Based Clustering:  
Images can be clustered based on the retrieval system logs maintained by an information retrieval 

process [21]. The session keys are created and accessed for retrieval. Through this the session 

clusters are created. Each session cluster generates log –based document and similarity of image 

couple is retrieved. Log –based vector is created for each session vector based on the log-based 

documents[22]. Now, the session cluster is replaced with this vector. The unaccessed documents 

creates its own vector.  
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A hybrid matrix is generated with at least one individual document vector and one log-based 

clustered vector. At last the hybrid matrix is clustered. This technique is difficult to perform in the 

case of multidimensional images. To overcome this hierarchical clustering is adopted. 

 

D.3 Hierarchical Clustering 
Hierarchical clustering (HC) algorithms organize data into a hierarchical structure according to 

the proximity matrix. The results of HC are usually depicted by a binary tree or dendrogram as 

shown in Fig 1where A, B, C, D, E, F, G are objects or clusters. It represents the nested grouping 

of patterns and similarity levels at which groupings change. The root node of the dendrogram 

represents the whole data set and each leaf node is regarded as a data object. The intermediate 

nodes, thus, describe the extent that the objects are proximal to each other; and the height of the 

dendrogram usually expresses the distance between each pair of objects or clusters, or an object 

and a cluster. The ultimate clustering results can be obtained by cutting the dendrogram at  

 

 
Fig 1. The dendogram obtained using HC algorithm. 

 

 
different levels Ref [64]. This representation provides very informative descriptions and 

visualization for the potential data clustering structures, especially when real hierarchical 

relations exist in the data, like the data from evolutionary research on different species of 

organizms. HC algorithms are mainly classified as agglomerative methods and divisive methods. 

Agglomerative clustering starts with clusters and each of them includes exactly one object. A 

series of merge operations are then followed out that finally lead all objects to the same group. 

Divisive clustering proceeds in an opposite way. In the beginning, the entire data set belongs to a 

cluster and a procedure successively divides it until all clusters are singleton clusters. For a 

cluster with objects, there are 2
N-1

-1 possible two-subset divisions, which is very expensive in 

computation [30]. Therefore, divisive clustering is not commonly used in practice. In recent 

years, with the requirement for handling large-scale data sets in data mining and other fields, 

many new HC techniques have appeared and greatly improved the clustering performance. 

Typical examples include CURE [65], ROCK [66],Chameleon [67], and BIRCH [68]. 
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D.4. Retrieval Dictionary Based Clustering  
A rough classification retrieval system is formed. This is formed by calculating the distance 

between two learned patterns and these learned patterns are classified into different clusters 

followed by a retrieval stage. The main drawback addressed in this system is the determination of 

the distance. 

  

To overcome this problem a retrieval system is developed by retrieval dictionary based clustering 

[23]. This method has a retrieval dictionary generation unit that classifies learned patterns into 

plural clusters and creates a retrieval dictionary using the clusters. Here, the image is retrieved 

based on the distance between two spheres with different radii. Each radius is a similarity 

measure between central cluster and an input image. An image which is similar to the query 

image will be retrieved using retrieval dictionary. 

 

D.5. NCut Algorithm  
Ncut method attempts to organize nodes into groups so that the within the group similarity is 

high, and/or between the groups similarity is low. This method is empirically shown to be 

relatively robust in image segmentation [24]. This method can be recursively applied to get more 

than two clusters. In this method each time the subgraph with maximum number of nodes is 

partitioned (random selection for tie breaking). The process terminates when the bound on the 

number of clusters is reached or the Ncut value exceeds some threshold T. The recursive Ncut 

partition is essentially a hierarchical divisive clustering process that produces a tree[25]. 

Nonetheless, the tree organization here may misleading a user because there is no guarantee of 

any correspondence between the tree and the semantic structure of images. Furthermore, 

organizing image clusters into a tree structure will significantly complicate the user interface. 

 

D.6. K Means clustering 
This nonhierairchal method initially takes the number of components of the population equal to 

the final required number of clusters. In this step itself the final required number of clusters is 

chosen such that the points are mutually farthest apart. Next, it examines each component in the 

population and assigns it to one of the clusters depending on the minimum distance. The 

centroid's position is recalculated everytime a component is added to the cluster and this 

continues until all the components are grouped into the final required number of clusters.The K-

means algorithm is very simple and can be easily implemented in solving many practical 

problems. It can work very well for compact and hyperspherical clusters. The time complexity of 

K-means is O(NKd). Since K and d are usually much less than N,K-means can be used to cluster 

large data sets. Parallel techniques for K-means are developed that can largely accelerate the 

algorithm [70], [71], [72]. Incremental clustering techniques for example (Bradley et al., 1998) do 

not require the storage of the entire data set, and can handle it in a one-pattern-at-a-time way. If 

the pattern displays enough closeness to a cluster according to some predefined criteria, it is 

assigned to the cluster. Otherwise, a new cluster is created to represent the object. 

 

D.7 Graph theory based clustering 
The concepts and properties of graph theory [73] make it very convenient to describe clustering 

problems by means of graphs. Nodes of a weighted graph correspond to data points in the pattern 

space and edges reflect the proximities between each pair of data points. A graph-based clustering 

method is particularly well suited for dealing with data that is used in the construction of 

minimum spanning tree MST. It can be used for detecting clusters of any size and shape without 

specifying the actual number of clusters. Well known algorithms in clustering are Zhan’s 
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Minimum Spanning Tree  based clustering [74], [75], and clustering editing method [78] [79], 

HCS algorithm [80], etc. Current research is focused on clustering using divide and conquers 

approach [81]. Usually this clustering methodology is used to detect irregular clustering 

boundaries in clustering results. Zhan [74] proposes to construct an MST and delete the 

inconsistent edges, i.e. the edges weight values are significantly larger than average weight of the 

nearby edges in the tree. The inconsistency measure [82] is applied to each edge to detect and 

remove the inconsistence edges, which results as a set of disjoint subtrees, each subtree will 

represent a separate cluster 

 

D.8.  Divide and Conquer K-Means 
When the size of a data set is too large, it is possible to divide the data into different subsets and 

to use the selected cluster algorithm separately to these subsets. This approach is known as divide 

and conquer [26, 27]. The divide and conquer algorithm first divides the entire data set into a 

subset based on some criteria. The selected subset is again clustered with a clustering algorithm 

K-Means. The advantage is to accelerate search and to reduce complexity which depends on 

number of samples. Methods based on subspace clustering may help to ease the problem of 

clustering high-dimensional data, but they are not adapted at obtaining a large number of clusters 

[28][29].A possible solution to this issue, is to cluster hierarchically (obtain a small number of 

clusters and then cluster again each of the clusters obtained). The proposed enhanced clustering 

method HDK which uses the combination of unsupervised clustering methods is one of the 

method that can largely accelerate the CBIR system. In next section  problem definition and 

framework describes. In sections 3,4,5 and 6 evolution , recent work ,open areas and then 

conclusion are given respectively. 

  

2. PROBLEM DEFINITION 
 

Clustering algorithms partition data into a certain number of clusters (groups, subsets, or 

categories). There is no universally agreed upon definition [30]. Most researchers describe a 

cluster by considering the internal homogeneity and the external separation [31], [32], [33], i.e., 

patterns in the same cluster should be similar to each other, while patterns in different clusters 

should not. Both the similarity and the dissimilarity should be examinable in a clear and 

meaningful way. Here, we give some simple mathematical descriptions of several types of 

clustering, based on the descriptions in [32]. Given a set of input patterns X={x1,….,xj,….,xN},  

where xj=(fj1,fj2,….fjd)
T
 Є R

d
 and each measure fji is said to be a feature (attribute, dimension, or 

variable). 

 

• (Hard) partitional clustering attempts to seek a K–partition of X,C={C1,….,CK}(K≤ N), such 

that 

 

 

1) Ci ≠ φ , i=1,…,K; 

2) K

i 1=U Ci = X; 

3) Ci I Cj = φ ,I,j=1,….,K and i ≠ j . 
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2.1 Image Retrieval 
 

Image Retrieval using HDK algorithm from the image collections involved with the following 

steps. 

 

1. Pre-processing is based on RGB color Components using Hierarchical clustering Method. 

2. Apply divide and conquer k means. 

   

Some hypothesis has been considered: 

 

• H1 - Proposed method would be able to group samples of same no of clusters and find 

similarity among them. 

• H2 - Proposed method is faster and accurate than single step clustering due to use of 

divide and conquers technique. 

• H3 – Proposed method would allow Euclidean distance to be used in high dimensional 

data. 

 

In this study we assume that the space is orthogonal and dimensions for all objects are the same 

and finally we use ordinal data type because of the application. We group images based on 

number of clusters and clusters are retrieved based on color which is one of the most widely used 

features for image similarity retrieval. The advantage is nearly linear trend means stability in 

execute of time . The proposed algorithm is scalable because it follows K-Means complexity that 

is linear with n number of samples, T number of iteration, d number of dimensions and k number 

of clusters: O(T.K.N.D). Both HC and K-Means use pair’s similarity measurement that is very 

time consuming. By dividing space into subspaces, run time would be reduced because pair’s 

similarity measurement doesn’t need to apply for whole samples. 

 

2.2 Framework 
 

In this study, our framework includes three main steps as shown in fig.2.  

 

1. Preprocessing is done by applying hierarchical clustering algorithm based on 

color feature.  

2. After preprocessing find the no of clusters for subspace sampling 

3. And in final step we separately cluster each subspaced sampled using k means 

clustering technique. 

 

 

 

 

 

 

 

 

 

Fig.2 Framework for clustering high dimensional data set.                    

1. Preprocessing 

2.Divide subspace  

   clustering 

3.Cluster the subspace  

   clustering 
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3.EVOLUTION 

 
In the early 1990s, as a result of advances in the Internet and new digital image sensor 

technologies, the volume of digital images produced by scientific, educational, medical, 

industrial, and other applications available to users increased dramatically. Most early work on 

CBIR was based on computing color, shape, and texture based features and using them to define a 

similarity between the images. A 2008 survey on CBIR highlights the different approaches used 

for CBIR through time (Datta et al., 2008). Recent approaches for CBIR use key point based 

features .For example, SIFT (Lowe, 2004) descriptors can be used to represent the images. 

However, once the size of the image database increases (10 million), and assuming 10 ms to 

compute the matching score between an image pair, a linear search would take approximately 30 

h to answer one query. This clearly is unacceptable. A novel approach for image retrieval is to 

convert the problem into a text retrieval problem. The key points from all the images are first 

clustered into a large number of clusters (which is usually much less than the number of key 

points themselves). These are called visual words. An image is then represented by a histogram of 

visual words, i.e., the number of   keypoints from the image that are in each word or each cluster. 

The difficulties faced by text based retrieval became more and more severe. The efficient 

management of the rapidly expanding visual information became an urgent problem. Greg Pass 

Ramin Zabih [34] in 1996,described histogram refinement for comparing images . Histogram 

refinement splits the pixels in a given bucket into several classes, based upon some local 

property.Within a given bucket, only pixels in the same class are compared. Here describe a split 

histogram called a color coherence vector (CCV), which partitions each histogram bucket based 

on spatial coherence. After that in 1997, Chad Carson, Serge Belongie, Hay it Greenspan, and 

Jitendra Malik [35] ,they present a new image representation which provides a transformation 

from the raw pixel data to a small set of localized coherent regions in color and texture space. 

This so-called “blobworld” representation is based on segmentation using the Expectation 

Maximization (EM) algorithm on combined color and texture features. Minakshi Banerjee, Malay 

K.Kundu [36] in 2003 discussed the common problem in content based image retrieval (CBIR) is 

selection of features. Image characterization with lesser number of features involving lower 

computational cost is always desirable. Color is an important attribute for image matching and 

retrieval. Recently there has been an increased interest in color research, e.g. classification and 

segmentation. Swain and Ballard [37] have proposed a color matching method in their paper on 

'color indexing'. Their method, known as histogram intersection, is based on matching of color 

histograms and the core idea in their technique is to compute: 

H(I,M)=

∑

∑

=

=

n

j

j

n

j

jj

M

MI

1

1

),min(

 

 
where H(I,M) is the match value and I and M are image (query image) and model (an image in 

the database) histograms, respectively, each containing n bins. The match value is computed for 

every model histogram and the value is closer to unity if the model image is similar to the query 

image. 

 

In 1995, Ref[38] Mohan S. Kankanhalli,T Babu M. Mehtre And Jian Kang Wut proposed new 

method in which color clustering can be used to find out clusters and to assign a representative 
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color to each of these clusters. For each pixel, compute the color distance to the different clusters. 

Assign the pixel to the cluster for which color distance is minimum. Thus, every pixel is assigned 

to one of the clusters. Unfortunately, for a given set of color images, there is not enough 

information about the number and population of clusters. 

 
Ref[28] feature selection methods select only the most relevant of the dimensions from a dataset 

to reveal groups of objects that are similar on only a subset of their attributes. While quite 

successful on many datasets, feature selection algorithms have difficulty when clusters are found 

in different subspaces. It is this type of data that motivated the evolution to subspace clustering 

algorithms. These algorithms take the concepts of feature selection one step further by selecting 

relevant subspaces for each cluster separately. All clustering algorithms require that the user set 

some parameters and make some assumptions about the clusters to be discovered. For detecting 

data subsets combined with a set of dimensions suitable for local reduction, subspace clustering is 

used. Clustering in general is used to find natural object groupings in data. The objects contained 

in such groups are good candidates for generating minimal bounding regions in index structures. 

Subspace clustering goes beyond fullspace clustering: It was proposed first in [agarwal 1998]. A 

subspace cluster is a grouping of objects that are only similar in a subset of their dimensions and 

thus minimum bounding regions that are induced by subspace clusters are very compact. The 

CLIQUE algorithm [93] was one of the first subspace clustering algorithms. The key idea of the 

CLIQUE algorithm is that if there are dense units in k dimensions, there are dense units in all (k-

1) dimensional projections ,various subspace clustering algorithms have been published. Some of 

them extend CLIQUE in different directions[cheng1999,nagesh1999,woo2002]. 

 

Subspace clustering algorithms allow users to break the assumption that all of the clusters in a 

dataset are found in the same set of dimensions. 

 
There are many potential applications with high dimensional data where subspace clustering 

approaches could help to uncover patterns missed by current clustering approaches. Applications 

in bioinformatics and text mining are particularly relevant and present unique challenges to 

subspace clustering. 

Segmentation is very important to Image Retrieval, shape feature depend on good segmentation. 

After extracting features next step in content based image retrieval system is efficient multi-

dimensional techniques. But there are two main difficulties occur in exploring multi-dimensional 

indexing techniques for image retrieval system and they are:  

 

1) High dimensionality (The dimensionality of the feature vectors is normally of the   

     order of 10
2

.  

 

2) Non-Euclidean similarity measure (Since Euclidean measure may not effectively simulate 

human perception of a certain visual content, various other similarity measures, such as 

Histogram Intersection, Cosine, Correlation, etc. need to be supported).  

 

To overcome these problems, we need to perform dimensional reduction and then use appropriate 

multi-dimensional indexing techniques which are capable of supporting Non-Euclidean similarity 

measures. The dimension of the feature vectors in image retrieval system is very high, the 

embedded dimension is much lower [28] before we utilize any indexing technique, it is beneficial 

to first perform dimension reduction. There are two approaches for dimensional reduction 

Karhunen-Loeve Transform (KLT) and column-wise clustering . After identifying the embedded 
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dimension of the feature vectors, we need to select appropriate multi-dimensional indexing 

algorithms to index the reduced but still high dimensional feature vectors. There are many 

popular multi-dimensional indexing techniques present; they are Bucketing algorithm-d tree, 

priority k-d tree [39], quard-tree, K-D-B tree, hb-tree, R-tree and its variants R
+
-tree and R

*
-tree 

[83, 84, 85, 86, 87]. In addition to the above approaches, clustering and neural nets, widely used 

in pattern recognition, are also promising indexing techniques [88, 89]. With highdimensional 

data, indexing schemes such as k-d trees do not work well, to the point where examining every 

data point (i.e. using no special data structure for acceleration) can be much faster than algorithms 

intended for low-dimensional acceleration. The most popular and the simplest partitional 

algorithm is K-means. K-means has a rich and diverse history as it was independently discovered 

in different scientific fields by Steinhaus (1956), Lloyd (proposed in 1957, published in 1982), 

Ball and Hall (1965), and MacQueen (1967). Even though K-means was first proposed over 50 

years ago, it is still one of the most widely used algorithms for clustering. Ease of 

implementation, simplicity, efficiency, and empirical success are the main reasons for its 

popularity. In 1988, Jain and Dubes gives simple steps of k-means algorithm. Since partitional 

algorithms are preferred in pattern recognition due to the nature of available data. Although the 

topic has been studied for the past 15 years or so, there has been only limited success. The most 

efficient current method for high-dimensional k-means clustering is Elkan’s algorithm [97]. His 

method does not use any indexing structure, but keeps a number of distance bounds that allow it 

to avoid unnecessary distance computations. Greg Hamerly proposed another modified and 

simplified of Elkan’s k-means algorithm. As such, he used efficiently updated distance bounds 

and the triangle inequality to avoid point-center distance calculations. 

 

Because most clustering applications tend to apply to a massive size of datasets, we are interested 

in finding a method to partition a data set by K-means algorithm in such a way that we can 

temporarily ignore some resulting partitions in order to work on a few chosen specific partitions 

without sacrificing clustering quality. A motivation is to save some significant working space and 

we believe, by means of doing so, we can find a way to add a new portion of a data set into the 

existing partitions without having to rerun the K-means algorithm from the start. Some partially-

related work has already been studied in [97]. Example algorithms include BIRCH (Zhang et al., 

1996), divide-and-conquer (Steinbach et al., 2000), coreset K-means (Har-peled and Mazumdar, 

2004), and coarsening methods (Karypis and Kumar, 1995). Bradley et al. (1998) presented a fast 

scalable and singlepass version of K-means that does not require all the data to be fit in the 

memory at the same time. X-means (Pelleg and Moore, 2000) automatically finds K by 

optimizing a criterion such as Akaike Information Criterion (AIC) or Bayesian information 

Criterion (BIC). In K-medoid (Kaufman and Rousseeuw, 2005), clusters are represented using the 

median of the data instead of the mean. Kernel K-means (Scholkopf et al., 1998) was proposed to 

detect arbitrary shaped clusters, with an appropriate choice of the kernel similarity function. In 

2009, Madjid Khalilian, Farsad Zamani Boroujeni,proposed a method k-means divide and 

conquer in which objects are clustered base on their size, in fact, they are using subspaces for 

clustering Ref[40]. 

 

4. RECENT WORK 
 
In a small database ,a simple sequential scan is usually employed for k nearest – neighbor (K-

NN) search. But for large data set , efficient indexing algorithms are imperative. High 

dimensional data is increasingly in many common fields. As the number of dimensions increase, 

many clustering techniques begin to suffer from the curse of dimensionality, degrading the 
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quality of the results. In high dimensions, data becomes very sparse and distance measures 

become increasingly meaningless. There is a general categorization for high dimensional data set 

clustering:1-Dimension reduction, 2-Parismonious models, 3-Subspace clustering [44]. Feature 

selection and feature extraction are most popular techniques in dimension reduction. It is clear 

that in both methods we will have losing information which naturally affects accuracy. Ref. [45] 

reviewed the literature on parsimonious models and Gaussian models from the most complex to 

simplest which yields a method similar to the K Means approach. When we have low dimensional 

spaces these methods aren’t able to work well. There are two main approaches for subspaces 

methods: in first class centers are considered on a same unknown subspace and in second each 

class is located on specific subspace [46]. The idea of subtopics or subgroups is appropriate for 

document clustering and text mining [47]. Tensor factorization as a powerful technique has been 

used in [48]. Inconsistency has been shown in those public data sets because of outlier. Ref. [49] 

proposed a framework which integrates subspace selection and clustering. Equivalency between 

kernel K-Means clustering and iterative subspace selection has been shown. Ref. [50] proposed a 

general clustering improver scheme which is included two main steps. In first step it uses intrinsic 

properties of the data set for dimension reduction after that several iteration of a clustering 

algorithms are applied, each with different parameter. Base on BIC criterion the best result will 

be selected. There are some weaknesses for this method e.g. since BIC fits a model to specific 

data distribution it cannot be used to compare models of different data sets. Ref. [51] presented a 

semi-supervised clustering method base on spherical K-Means via feature projection which is 

tailored for handling sparse high dimensional data. They first formulated constraint-guided 

feature projection then applied the constraint spherical K-Means algorithm to cluster data with 

reduced dimension. Ref.[52] proposed two methods of combining objective function clustering 

and graph theory clustering.– Method 1: incorporates multiple criteria into an objective function 

according to their importance, and solves this problem with constrained nonlinear optimization 

programming.– Method 2: consists of two sequential procedures: 

 

(a) A traditional objective function Clustering for generating the initial result 

(b) An auto associative additive system based on graph theory clustering for modifying the initial 

result. 

 

Ref. [53] Proposed sequential combination methods for data clustering 

 

– In improving clustering performance they proposed the use of more than one clustering 

method. 

 
– They investigated the use of sequential combination clustering as opposed to simultaneous 

combination and found that sequential combination is less complex and there are improvements 

without the overhead cost of simultaneous clustering. In clustering points lying in high 

dimensional spaces, formulating a desirable measure of “similarity” is more problematic. Recent 

research shows that for high dimensional spaces computing the distance by looking at all the 

dimensions is often useless, as the farthest neighbor of a point is expected to be almost as close as 

its nearest neighbor [54]. To compute clusters in different lower dimensional subspaces, recent 

work has focused on projective clustering, defined as follows: given a set P of points in Rd and an 

integer K, partition into subsets that best classify into lower dimensional subspaces according to 

some objective function. Instead of projecting all the points in the same subspace, this allows 

each cluster to have a different subspace associated with it [55]. Proposed model will be more 

effective and achieves significant performance improvement over traditional method for most 
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clustering. It will be able to cluster samples of same no of clusters and level and be more efficient 

and accurate than a single one pass clustering. There are some delimitations for this method. First 

space should be orthogonal it means there is no correlation among attributes of an object. Second 

base on application that is used all attributes in an object have the same kind of data types. 

Without losing generality it is possible to extend proposed method to other kinds of data types. 

Samples are considered in a same number of dimensions. The proposed method HDK select 

subspaces and perform clustering based on these subspaces. 

 

Fred and Jain [56] use a hierarchical clustering with a single-link method is then applied to the 

co-occurrence matrix. The final number of clusters is taken as the one that corresponds to the 

longest lifetime on the dendrogram of the hierarchical algorithm. The method of Fred and Jain  is 

well adapted when the number of clusters is approximately known a priori. If the number of 

clusters is sequentially changed from 2 to the number of samples, the co-association matrix will 

change towards a near diagonal matrix with small values out of diagonal. So, the more clusters 

used to build the coassociation matrix the more clusters result from the combination.The same 

kind of experiments but with another combination scheme is made by Topchy et al. in [58].Lange 

and Buhmann [59] optimize a probabilistic model of the co-association matrix. The EMalgorithm 

optimizes model parameters and needs O(I2) operations for each iteration, where I is the number 

of data samples. It makes difficult to apply this approach to a high volume of data. Many of the 

presented methods need to know a priori about data to combine clusterings or to set manually 

some parameters for a combination scheme. This provided us with the motivation to pose the 

problem of combination in a form which will not depend on any parameter and a priori 

knowledge. Our formulation of the problem is based on a co-association matrix. It allows us to 

process a huge volume of data as well as clusterings. 

 

4. OPEN AREAS 
 
Similarity search is an important topic of research, which finds many applications and not 

surprisingly there is a vast literature about the subject. It is already been discussed that the 

existing techniques may be used to improve the quality of image retrieval and the understanding 

of user intentions. An approach that combines two different approaches to image retrieval, 

together with active use of context information and interaction has been proposed. An important 

aspect of the research work outlined here is to design and evaluate a system that, in addition to 

combine the use of TBIR with CBIR [60]. Use of the hybrid feature including color, texture and 

shape as feature vector of the regions to match images can give better results. Results on a 

database of 1000 general-purposed images demonstrate the efficiency and effectiveness of the 

image representation for region based image retrieval [61]. The technique called self taught 

multiple-instance learning (STMIL) [62] that deals with learning from a limited number of 

ambiguously labeled examples is also a effective area to work with for efficient results. The 

problem of bridging the semantic gap between high level query which is normally in terms of an 

example image and low level features of an image such as colour, texture, shape and object 

forced to apply techniques to reduce the semantic gap. 3D informatics[90] incorporates additional 

research areas including content-based retrieval, image understanding, indexing, data mining, and 

data management. Existing techniques for image retrieval based on divide and conquer k-means 

and subspace clustering is a novel approach  for retrieving the images based on their contents. 

HDK algorithm can be used in various areas to improve the performance of the system and to 

achieve better results in different applications. 
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5. CONCLUSIONS 

 
The purpose of this survey is to provide an overview of the functionality of content based image 

retrieval systems. Combining advantages of HC and divide and conquer K-Means strategy can 

help us in both efficiency and quality. HC algorithm can construct structured clusters. Although 

HC yields high quality clusters but its complexity is quadratic and is not suitable for huge datasets 

and high dimension data. In contrast K-Means is linear with size of data set and dimension and 

can be used for big datasets that yields low quality. Divide and conquer K-Means can be used for 

high dimensional data set . In this paper we present a method HDK to use both advantages of HC 

and Divide and conquer K-Means by introducing equivalency and compatible relation concepts. 

Using two steps clustering in high dimensional data sets with considering no of clusters based on 

color feature helps us to improve accuracy and efficiency of original K-Means clustering. For this 

purpose we should consider orthogonal space. HDK algorithm has been used extensively in 

various areas to improve the performance of the system and to achieve better results in different 

applications.  
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