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 Abstract 

Nowadays the most common type of cancer in women is breast cancer. This is the second main cause of 

cancer deaths in women. Digital mammography is the technique which is used to examine the breast. 

This is very much useful for the detection of breast diseases in women. The automatic detection of tumor 

or some type of deformity in the medical imaging is done by many researchers to develop some 

algorithms and methods. In this paper we are using SOM and Fuzzy c-means clustering techniques for 

tumor detection in digital mammography images. We then further calculate the statistical features of 

tumor like location of tumor, area, energy, entropy, idm, mean, contrast, mean and standard deviation 

which helps the radiologist to study the statistical information regarding breast cancer, so that the 

doctors can give better treatment to patients. For calculating these statistical properties we use region 

growing and region merging techniques.  
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1. Introduction 

Breast cancer has been one of the major causes of death among women since the last decades. 
This disease became a commonest cancer among women. If the cancer can be detected early, 
the options of treatment and the chances of total recovery will increase. Several efforts have 
been devoted to the improvement of breast cancer detection in the population. For example, via 
screening campaigns, breast self-examination orientation, clinical examinations, etc. The results 
of several years of research indicate that mammography is the main test used for screening and 
early diagnosis of breast cancer [23]. Small clusters of micro-calcifications [5,7,11,12] 
appearing as collection of white spots on mammograms show an early warning of breast 
cancer. A mammogram is 85-90 percent accurate. Therefore, 10-15 percent of cancers cannot 
be seen by mammogram. Some women are anxious about the consequences of radiation from a 
mammogram. Nowadays, the amount of radiation received is less for a mammogram than a 
chest X-ray. If in the early stage the cancer is detected, the death rate can be reduced. 
Radiologist takes the mammogram readings, so that the mammographers visually examine the 
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presence of deformities. And these deformities can infer as cancerous changes. Due to human 
errors which are caused by visual fatigue, the manual readings may consequence misdiagnosis. 
Computer aided diagnosis techniques are bring into play to improve the diagnostic accuracy 
and efficacy of screening mammography. In this work, we propose a clustering based hybrid 
technique combining the advantages of SOM (Self Organizing Map) and FCM (Fuzzy C-
means), implemented for digital mammogram image segmentation process to detect various 
properties of image and tumor in digital mammography to find the deformity in the medical 
images. SOM or FCM separately as one of the tool for the image segmentation for tumor 
analysis and finding the cancer in mammography images. SOM and FCM are the image 
processing and image analysis algorithms. The benefit of using SOM is that it is very simple, 
very easy to understand and they work very well. As SOM classifies the data well and are easy 
to evaluate their own quality, so that we can calculate a good map and the strong similarities 
between the objects. Another technique which is used in this paper is fuzzy c-means. FCM 
algorithm is one of the popular fuzzy clustering algorithms which are classified as constrained 
soft clustering algorithm. FCM algorithm based on the concept of fuzzy C partition, which was 
introduced by various researcher in this field Ruspini [25], developed by Dunn [26] and 
generalized by Bezdek [27]. A soft clustering algorithm finds a soft partition of a given data set 
by which an element in the data set may partially belong to multiple clusters. Besides, there is a 
constriction on the function that the membership degree of a point in all the clusters adds up to 
1. The researchers in this field have used SOM or HSOM or FCM separately as one of the tool 
for the image segmentation for the analysis of tumor.  

2. Related work: 

The image segmentation is the separation of the image into regions of similar feature. In a large 
number of image processing applications the aim is to extract important features from the 
image. By using this we can get the description, interpretation or understanding of the image. 
The segmentation of tumor from images is an important but time-consuming task performed by 
medical experts. It is very difficult for doctors to see the image again and again, when there is 
some type of doubt that whether the tumor is present or not in the image (like brain or breast). 
Several authors suggested various algorithms and methods for detecting tumor automatically in 
image (Tobias Christian Cahoon et.al (2000); Maria-Luiza Antonie et. al (2001);  S. SAHEB 
BASHA et. al (2005 – 2009); S. Murugavalli et. al (2007); Nahla Ibraheem Jabbar et. al 
(2008)).   

Maria-Luiza Antonie et. al (2001) [13] presented two methods for tumor classification 
in mammograms. One system exploited the use of neural networks using back-propagation and 
the second one was built employing association rule mining with constraint form. They 
segment the image into regions and these regions of interest use single link region growing 
algorithm. And the features of each region are used as the attributes of the image.  

A new approach is presented by S.SAHEB BASHA et. al (2005 – 2009) [15] to 
identify the existence of breast cancer mass in mammograms. The proposed work utilizes 
morphological operators for segmentation and fuzzy c- means clustering for clear identification 
of clusters. The morphological operations and FCM is a new approach, using this they 
successfully detected the breast cancer masses in mammograms. The results indicate that this 
system can facilitate the doctor to detect breast cancer in the early stage of diagnosis process. 
The proposed technique shows better results. 

Nahla Ibraheem Jabbar and Monica Mehrotra (2008) [10] used a fuzzy kohonen neural 
network for medical image segmentation. They analyses the tumor by extraction of the features 
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(area, entropy, means and standard deviation).These measurements gives a description for a 
tumor. 

S. Murugavalli et. al (2007) [21], implements a neuro-fuzzy segmentation process of 
the MRI data to detect various tissues like white matter, gray matter, csf and tumor. A neuro 
fuzzy based segmentation process is used to detect brain tumor was implemented and they 
studied the performance of the MRI image in terms of weight vector, execution time and tumor 
pixels detected and compared the results with the existing ones. A layer by layer abstraction 
level with fuzzy clustering technique was implemented to detect various tissues like white 
matter, gray matter, csf and tumor. They achieved a higher value of detected tumor pixels than 
any other segmentation techniques, also achieved the weight vector value for the neuro fuzzy is 
(6×6) with the additional input features. The weight vector value, the number of tumor cells and 
the execution time will also be studied with different distance classifier technique. The change 
of growth rate of the tumor of the same patient analyze may also be undertaken in this paper. 

Tobias Christian Cahoon et.al (2000) [18] describe the use of segmentation with Fuzzy 
models and classification by the crisp k-nearest neighbor algorithm for assisting breast cancer 
detection in digital mammograms. Their research utilizes images from the DDSM. They show 
the supervised and unsupervised methods of segmentation. When only intensity is used as the 
discriminating features, the k-nn and fuzzy c-means methods will have high misclassification 
rates in digital mammograms. Adding window means and standard deviations to the feature 
visually improves segmentations produced by the k-nn rule. While their results are 
encouraging, other methods are needed to detect smaller pathologies such as 
microcalcifications. 

Sameer Singh and Reem Al-Mansoori [1] find that the fuzzy enhancement methods 
coupled with either gradient based or fuzzy segmentation techniques are very useful in 
sketching tumor boundaries in non-dense breasts. Its main aim is to accurately determine 
regions of interest and to identify and classify tumors as benign or malign, they used 
information on the textural, shape and spectral characteristics of mammograms. 

T.J. Jose et. al (2009) [31] propose a new hybrid approach to content-based image 
retrieval. In this method a two step approach is used. For clustering the images they use SOM 
with respect to their basic characteristics in the first step. In the second step, the GA based 
search will made on a subset of images which were having some basic characteristics of the 
input query image. This approach was applied to a database of high resolution mammogram 
images and shows that this method thoroughly improves the retrieval correctness over the 
single feature vector approach. The results show that the system using GA retrieval doubled the 
doctors’ diagnostic accuracy. As compared to the single stage methods this method is faster and 
has higher retrieval accuracy. 

For MRI brain image segmentation Jianhua Xuan et. al (1995) [6] presents a method on 
combining the region growing and edge detection methods. Starting with a simple region 
growing algorithm which produces an over segmented image, they apply a sophisticated region 
merging method which is capable of handling complex image structures. Integrate edge 
information to verify and to correct region boundaries. This method is reliable and efficient for 
MR brain image segmentation. 

Luiza Antonie [14] developed a project that performs classification and segment the 
tumor from the images. He had no extra information that could be very useful in detecting some 
patterns in developing a certain disease. In this system, the images as well as some patient 
information are important. Overall, the system performed well, but there is still a lot to 
improve. 

Túlio César Soares dos Santos André et. al [16] develop a digitized mammograms’ 
feature extraction approach using Kohonen’s Self-Organizing Maps (SOM). Once developed, 
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the SOM network will be used as the first processing stage in a breast cancer computer aided 
diagnosis (CAD) system. Its role will be to offer segmented data as input to a second stage 
dedicated to the diagnosis task, which will be implemented via a multi layer perceptron (MLP) 
trained by the backpropagation algorithm. 

3. Self Organization Map 

Professor Teuvo Kohonen developed the most popular neural network model, the Self 
Organizing Map (SOM). A self-organizing map (SOM) or self-organizing feature map (SOFM) 
is a type of artificial neural network that is trained using unsupervised learning to produce a 
low-dimensional (typically two-dimensional), discretized representation of the input space of 
the training samples, called a map. Self Organizing Map (SOM) [17] is a member of the 
CLNNs. When implementing vector quantization using neural network [28-30] this can be one 
of the greatest choice. SOMs operate in two modes: training and mapping, Training is a 
competitive process, also called vector quantization. Mapping automatically classifies a new 
input vector. To extract information from complex medical images, segmentation is an 
important process. Segmentation has wide application in medical field [19,20,22]. The main 
purpose of the image segmentation is to divide the image into mutually exclusive and exhausted 
regions. The partition of these regions is  such that each region of interest is spatially 
contiguous and the pixels within the region are homogeneous with respect to a predefined 
criterion. The SOM [8,9] is a tool for statistical analysis and visualization, for the development 
of complex applications. Self organizing maps uses a neighbourhood function which are 
different other than artificial neural networks, to preserve the topological properties of the input 
space. The arrangement of nodes is a hexagonal or rectangular grid. The mapping in self-
organizing map is from higher to lower dimensional input space. To find the node with the 
closest weight vector, first place a vector taken from data space and second to assign the map 
coordinates of the node to the vector. The training uses competitive learning. The Euclidean 
distance to all weight vectors are calculated when a training data is fed to the network. The 
neurons with weight vectors which are most alike to the input are called as the best matching 
unit. In the lattice of self organizing map the weights of the best matching unit and the neurons 
which are close to it are adjusted towards the input vector. From the best matching unit the 
magnitude of the change decreases with time and distance. The update formula for a neuron 
with weight vector Wv(t) is 

( ) ( ) ( ) ( ) ( ) ( )( )tWvtDtatvtWvtWv −Θ+=+ ,1  

where α(t) is a monotonically decreasing learning coefficient and D(t) is the input vector. The 
neighborhood function Θ (v, t) depends on the lattice distance, and this lattice distance is 
between the best matching unit and the neuron v. For all neurons which are close to the best 
matching unit is one and for others it is zero. The neighborhood function shrinks with time, in 
spite of the functional form.  At the beginning, the self organizing map takes place on the whole 
scale when the neighborhood is big and the weights are congregated to local estimates, when 
the neighborhood shrunk to a couple of neurons. For each input vector the process is repeated. 
 
The significance of self organizing map is mainly due to the similarity between the competitive 
learning process, which is used in the method of SOM and vector quantization. In the 
segmented image the main drawback of the self organizing map is that the number of neural 
units in the competitive layer needs to be equal to the desired number of regions. It is not 
possible to determine a priory the correct number of regions M in the segmented image. This is 
the main limitation of the conventional SOM for image segmentation. 
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4. Feature extraction 

The purpose of feature extraction is to reduce the original data set by measuring certain 
properties or features that distinguish one input pattern from another pattern. The extracted 
feature gives the characteristics of the input by considering the description of the properties of 
the image to the classifier into a feature space. In this work we calculate three textural features 
namely contrast, energy and entropy based on the gray level co-occurrence matrices (GLCM). 
In spite of these we calculate some other features like mean, inverse difference moment and 
standard deviation. Gray Level Cooccurrence Matrix (GLCM) features are used to distinguish 
between normal and abnormal image. Five co-occurrence matrices are constructed in four 
spatial orientations horizontal, right diagonal, vertical and left diagonal (0°, 45°, 90°, and 135°). 
    GLCM {P(d,θ) (i,j)} represents the probability of occurrence of the pair levels(i,j) separated by 
a given distance d at angle θ. In this paper we are considering value of θ=0º and distance (d)=1. 
The commonly used unit pixel distances and the angles are 0º, 45º, 90º and 135º. A detailed 
algorithm of calculation of GLCM {P(d,θ)( ,i j)}  has been given in [2]. The features are calculated 
using the formulae given below. 
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Inverse Difference Moment: 
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Each set of features are individually normalized to the range of 0 to 255. These features work 
well especially for mammograms. 
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5.  Implementation of SOM and Fuzzy C-Means 

5.1. SOM Implementation:  

A self organizing map is an unsupervised clustering property, consists of components called 
nodes or neurons. This clustering property classifies high dimensional data sets into clusters of 
similar features. Each node contains a corresponding weight vector of same dimension. 
 On every step of the learning process a random vector is chosen from the initial data set 
and then the best-matching (the most similar to it) neuron coefficient vector is identified. Select 
the winner which is most similar to the input vector [24]. The distance between the vectors 
usually measured in the Euclidean metric and is given by                      

[ ]{ }i
i

c WxWx −=− min  

Where, x is the neuron, WC is the winning neuron vector and Wi is the weight vector. The 
modified weight vector coefficients can be calculated by  ( ) ( ) ( ) ( ) ( ){ }tWtxthtWtW ciii −×+=+ 1 . 

Where t is the epoch number (discrete-time index), x(t) is the vector and is obtained by  
selecting a sample randomly for iteration  t. The function hci(t)  is called  neighborhood   
function  and  it   represents  a non-increasing function of time and the distance between the 
winning neuron and its neighbors on the  grid. The function hci(t) divides into of two parts, first 
part is the proper distance function and second is the learning rate function. And this can be 

defined as ( ) ( ) ( )tarrhth ic ×−=  where, rc is the position of winning neuron and the position 

of its neighbor is ri. The result of neighborhood function h(t) is an initial cluster center 
(centroids) for fuzzy c  means  algorithms. 
 

Stepping through the algorithm 

1. Randomize the map's nodes' weight vectors.  
2. Grab an input vector. 
3. Traverse each node in the map  

i. Find similarity between the input vector and the weight vector, using Euclidean 
distance formula.  

ii. Track the node which shows the smallest distance (this node is called as best 
matching unit).  

4. Update the nodes in the neighborhood of BMU by pulling them closer to the input 
vector.  

 

 where Wi is current weight vector. 

5. Increment t and repeat from step 2 while t < λ, where t is current iteration and λ is limit 
on time iteration. 

5.2. FCM Implementation: 

Fuzzy c-means is a clustering method which allows to find cluster centers that minimize 
dissimilarity functions [3,4]. In order to accommodate the fuzzy partitioning technique, the 
membership matrix (U) is randomly initialized as: 

( ) ( ) ( ) ( ) ( ){ }tWtxthtWtW ciii −×+=+1
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where i and j are the  number of cluster and image data points respectively. The dissimilarity 
function can be computed as: 
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where uij lies between 0 and 1. dij is the Euclidian distance between ith centroid (ci) and jth data 
point. The weighting exponent is m and its value is greater than one. The minimum of 
dissimilarity function can be computed as: 
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where, dij = ||xi-cj||, dkj = ||xi-ck||, xi is the i th of d-dimensional data, cj is the d-dimension center 
of the cluster and ||*|| is any norm expressing the similarity between any measured data and 
center. This iteration will stop when Maxij{|uij

(k+1)-uij
(k)| } < ε, where ε is a termination criterion 

between 0 and 1, whereas k are the iteration steps. 
 

Fuzzy c-means algorithm (FCM): 
 

Step1: 
Initialize the membership matrix, U=[uij]. 
 

Step 2: 
At kth number of iteration: 
Calculate the center vectors ci with uij 
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Step3: 
Update the membership matrix U for the kth steps and (k+1)th step. 
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where dij = xj - ci 

 
Steps4: 

If ||U(k+1)-U(k)|| < ε  then STOP; otherwise return to step2. 

6. Result 

The result of the implementation of the neuro fuzzy region classification process is discussed in 
this section. For analyzing medical images, execution time is one of the main constraints of any 
computer aided analysis. We calculate the number of tumor pixels which are affected by tumor 
cells in the medical image. In this paper we input fixed size and noiseless mammogram images 
(size=256x256) only. The images used are 256x256 gray level images with intensity value 
ranges from (0 to 255). In this paper we calculated the tumor properties like location, energy, 
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entropy, IDM, contrast, mean, standard deviation and image properties like type of the region, 
average gray value of region, area of that region, centroid of the region. 

The execution time of this technique found to be 50 to 65 seconds and detected tumor 
pixels are approximately 588. Table-1 and Table-2 shows the input of abnormal and normal 
mammography image and their tumor properties respectively. Some screenshots of the GUI are 
shown below by extracting tumor and their properties of normal and abnormal mammography 
images. 

 

Figure1:  Snapshot of GUI of Abnormal Mammography Image and its properties. 

 

Figure2:  Snapshot of GUI of Abnormal Mammography Image and its properties. 
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Figure3: Snapshot of GUI of Absolute normal Mammography image and its properties. 

 

 

Figure4: Snapshot of GUI of Absolute normal Mammography Image and its properties. 
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Image (1) Image 

Properties 

Tumor Tumor Properties 

(Abnormal) 

 

Name of region Tumor Location Lower left 

Type of region Small Energy 9.666986659452397E-11 

Average gray 

scale value of 

region 

26.0 Entropy -1.2014985140257995E-4 

Area of region 

(pixels) 

956 IDM 9.827008908630258E-6 

Centroid of 

region 

104,232 Contrast 1.0273691131749817E-5 

 Mean 1.0273691131749817E-5 

Standard 

deviation 

3.349735226373055E-7 

Image (2) Image 

Properties 

Tumor Tumor Properties 

(Abnormal) 

 

Name of region Tumor Location Upper Right 

Type of region Small Energy 1.5869140625000003E-11 

Average gray 

scale value of 

region 

79.0 Entropy -2.181610509202692E-4 

Area of region 

(pixels) 

648 IDM 6.640625000000001E-6 

Centroid of 

region 

136,56 Contrast 1.5624999999999997E-5 

 Mean 1.5624999999999997E-5 

Standard 

deviation 

2.730998543134481E-7 

  Table 1:- Shows the input abnormal mammography images and their properties. 

 

Image (3) Image 

Properties 

Tumor Tumor Properties 

(Absolute Normal) 

 

Name of region Tumor Location Upper left 

Type of region Small Energy 4.0046870708465576E-8 

Average gray 

scale value of 

region 

0,0 Entropy -0.0021988189844278 

Area of region 

(pixels) 

-40 IDM 1.983642578125E-4 

Centroid of 

region 

8,8 Contrast 2.44140625E-4 

 Mean 2.44140625E-4 

Standard 

deviation 

2.6680253438436143E-5 

Image (4) Image 

Properties 

Tumor Tumor Properties 

(Absolute Normal) 

Name of region Tumor Location Upper left 
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Type of region Small Energy 2.514570951461792E-8 

Average gray 

scale value of 

region 

0,0 Entropy -0.0022830729288505483 

Area of region 

(pixels) 

-40 IDM 1.373291015625E-4 

Centroid of 

region 

8,8 Contrast 2.44140625E-4 

 Mean 2.44140625E-4 

Standard 

deviation 

1.8080162914470424E-5 

 

Table 2:- Shows the input absolute normal mammography images and their properties. 

7. Conclusion 

A neuro fuzzy based segmentation process is used to characterize the tumor was implemented. 
We studied the performance of the Digital Mammography images in terms of execution time 
and tumor pixels detected. Fuzzy clustering technique was implemented to detect the 
abnormality of mammography image and finding some statistical properties. We have achieved 
a higher value of detected tumor pixels. Medical images generally contain unknown noise and 
considerable uncertainty, and therefore clinically acceptable segmentation (region 
classification) performance is difficult to achieve. In this paper we have input fixed size and 
noiseless mammogram image (size=256x256) only. We can find whether there is some 
abnormality present or not in the input mammography image. We have determined a limit for 
detected abnormal pixels, if number of abnormal pixels are less than this range, than no tumor, 
else tumor detected. In future the study is continuing for segmentation of variable size and 
noisy mammogram images, detecting the type of tumor and decreasing its execution time. 
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