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ABSTRACT

The remote desktop environment (Virtual Desktopastfucture) is attracting interest as a way to
strengthen security and support mobile access lemtark. To realize the remote desktop environments,
remote desktop protocol is required to transfeoinfation via a network about the user’s operatiarede

on the keyboard and mouse on a terminal to the terserver. The growing popularity of remote desktop
environments makes it important to determine tloéofa that govern the user’s perceived operabilith

a remote desktop protocol. It is also necessaryomanmt to find out the conditions for a wide-ardael
migration of virtual machines, to use resourcegigfitly in the remote desktop environments.

This paper examines the impact of network qualétedoration (long network delay, high packet loss,
small downlink bandwidth) on a user’s perceivedrapdity in remote desktop environments, assuming
RDP, PColP and ICA as remote desktop protocol. Nbig paper studies the impact of network quadity
the performance of a live-migration of virtual mawds in remote desktop environments.
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1. INTRODUCTION

A remote desktop environment (Virtual Desktop Isfracture) is the practice of hosting a
desktop operating system within a virtual machmel) running on a centralized server, which is
one of the realization approaches of thin-cliemhpating system. A remote desktop environment
is attracting interest as a way to strengthen #gcueduce the operation and management cost,
and support mobile access or telework [1]-[8]. Mote desktop protocol is used in the desktop
environment to transfer the user’s operations @ kiyboard and mouse of a terminal to the
relevant server at a remote site. The server re@sptmthe user’'s operations, by updating screen
information and sending it back to the terminal.

A variety of remote desktop protocols have beempgsed. Microsoft's Remote Desktop Protocol
(RDP) [2], VMware's PC-over-IP (PColP)[3],[4] anditiiX's ICA/HDX [5] are the most
commonly used. The performance of remote desktofgols and the effect of network quality
deterioration (long network delay, high packet loage, small downlink bandwidth) on the
performance have been studied [8]-[17]. Howevew &tudies have been made on the user’'s
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perceived operability. The satisfaction of a cliasér would be heavily influenced by the quality
of the network connection between the client amdserver.

Another but related technology that is also atingcattention is a live migration of VMs to other
servers over a wide area. The objectives are toresmurces efficiently in order to reduce the
operational cost, and to ensure service continnitiie event of a wide-area disaster [19]-[26]. A
remote desktop environment can also be migrated @vede area. Therefore, it is necessary to
study the impacts of an increase in network detal/ @acket loss on the performance of the live-
migration in remote desktop environments.

This paper examines the impact of network qualgyedoration, such as long network delay,
high packet loss and small downlink bandwidth, onsar’'s perceived operability in remote

desktop environments, assuming the use of RDP,P@udl ICA which are representative remote
desktop protocols. The main thrust of this pagetoi study the relationship between network
quality deterioration and the user’s perceived abiity, rather than the comparison of the three
remote desktop protocols. The paper also evaltlagesffect of an increase in network delay and
packet loss on the performance of the live migratibVMs in remote desktop environments.

The rest of this paper is organized as follows.ctiBe 2 explains related works. Section 3
examines the impact of network quality deterionatim a user’'s perceived operability in remote
desktop environments, assuming RDP, PColP and RDfraote desktop protocol. Section 4
clarifies the impact of network quality on the merhance of a live-migration of virtual machines
in remote desktop environments. Finally, Sectiogies the conclusions. This paper is an
extension of the study in Reference [28].

2. RELATED WORK

The performance of remote desktop protocols ancetleet of network quality deterioration on
the performance have been studied [8]-[17]. Thisfsation of a client user would be heavily
influenced by the quality of the network connectmiween the client and the server. Reference
[13] has evaluated the response time of a virtealote desktop systems for different desktop
applications (such as text editors, presentati@ators and image processing tools), and has
identified that the response time of more intex&ct@pplications is more sensitive to network
delays. In Reference [14], the traffic caused hin tclient based office applications is
characterized and in Reference [15] the differefdg/een several thin client architectures are
analyzed. Reference [16] has proposed a toolkiielachmark thin-client based virtual desktop
environments, and has evaluated the performaihpepular user applications, TCP/UDP based
thin client protocols and remote user experiencdeura variety of system load and network
health.

However, few studies considers the implications afecreased network quality deterioration on
user's perceived operability. Although ReferenfEg has proposed to optimize the QoE of
Citrix based Thin Client in WAN environments withesdscreen and input-buffer functions, it
has not estimated the opinion score for user'sgdeed operability.

As the satisfaction of a client user would be higawifluenced by the quality of the network
connection between the client and the server, litesessary to examine in detail the impact of
network quality deterioration (long network deléygh packet loss, small downlink bandwidth)
on user’s perceived operability. It is also reqdite evaluate the impact of remote desktop
protocol to be used. This paper evaluates thésugerceived operability with a simplified rating
scale method based on DMOS (Degradation Mean QpiSiore) [18], assuming three major
remote desktop protocols, RDP, PColP and ICA.
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On the other hand, a live-migration is intendedntwve a virtual machine (VM) with virtually no
disruption to the services being provided. Theeestndies that assume that VMs are moved over
a wide area rather than keeping them confined & same site [19]-[26]. Such wide-area
migration will improve robustness against wide-adisasters and the effectiveness of load
balancing. When a VM is moved to a distant center,performance may deteriorate (e.g, slow
response and decreased throughput), due to anaggcri@ network delay or a reduction in
bandwidths. Referenced [26] has proposed to autcatist apply WAN accelerator to prevent
degradation in performance when the network detwéen the terminal and the center exceeds
a certain threshold as a result of moving a VM. Tikie-migration over a wide area is also
attractive for remote desktop environments, socasige resources efficiently and to ensure
service continuity in the event of a wide-area stisa However, to the best of our knowledge,
the performance of a live-migration in remote depkénvironments has not been yet evaluated.
This paper evaluates the impact of network quaditya live-migration of virtual machines in
remote desktop environments.

3. IMPACT OF NETWORK QUALITY DETERIORATION ON
USER'S PERCEIVED OPERABILITY

3.1 Assumptions
(1) Remote desktop protocols

Three representative remote desktop protocols, ddaft RDP7.1, PColP (VMware View 5.0)
and ICA 12, are used.

(2) Evaluation environment

Virtual Machine for

Desktop(RDP, PColP) \[/)lensuketxégﬂ(algxn;e for
Thin-Client Terminal
(HP t410) I for RDP, PColP for ICA Management Server
4 1 4 y
Wisdows Windows Senver 20082 Windows Senver 2008 R Windows \indows Server 2008 R2
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(View Agent) (DNS,DHCP) (Connection Desktop Agent Controller Server

L Server)
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PColP/ X =

ICA %4
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Figure1. System configuration for evaluation
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Figure 1 illustrates an overview of the system tronased for the evaluation. The virtual systems
used is VMware ESXi4.1 update 1 and VMware Horixtew 5.1. Two VMs,Virtual Desktop
(View Agent) VM and View Manager (Connection Sejyare used for RDP and PColP. ICA is
evaluated by constructing Citrix Virtual Desktopveonment over VMware system, and two
VMs, Citrix Virtual Desktop Agent and XenDesktop i@mller Server, are used. Two physical
servers (Proliant DL360 (Generation 7) from HP)p tatorage units (TS-RIX2.0TL/R5 from
BUFFALO), and one thin client terminal (HPt410 SinZero Client from HP) are used. The
speed of all physical links is 1 Gbps. A WAN emata{Linktropy Mini2 from Apposite
Technologies) is inserted between the server aadthim client terminal to generate network
delay and packet loss, or to limit the downlink dhaidth. Windows 7 is used as the OS for the
virtual machines that executes the processing ned@emote desktop. The user is able to select
one of RDP, PColP and ICA on the operational windgvwhe thin client terminal for access to
virtual machines.

3.2 Method of evaluating user’s perceived operabtiy

The simplified rating scale method based on DMOS8gfadation Mean Opinion Score) [18] is
used to evaluate the user’'s perceived operabilitih & remote desktop terminal. It uses five-
grade rating categories, and each category isres$ig score ranging from 1 to 5. It is judged
here that the user’s perception is acceptablesifriban opinion score is 3.0 or higher.

3.3 Evaluation method

The following four different types of usage (or\see profile) are used for evaluations:

<Evaluation 1> Scrolling of a window of Notepadefil

We enter a number from 1 to 1,000, one number oh kae, on a Windows 7 Notepad file. We
scroll the window of this 1000-line file by contimg to press the down arrow.

<Evaluation 2> Scrolling of a webpage

We create a 5000-line HTML file, with a number frdnto 5000 written, one number on each
line. Using Windows Internet Explorer 9, we scrtbi window of the file by continuing to press
the down arrow.

<Evaluation 3> Automatic slideshow

Using OpenOffice 4.01 [27], we run a slideshow oREslide file (slides change every 3
seconds).

<Evaluation 4> Playback of a video

A video in WMV format with a video data rate of 1blgk and an audio rate of 128 kbps is used.
The file size is 2.14 MB. Using Window Media Play&, we play the video.
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3.4 Evaluation results
3.4.1 Evaluation with RDP7.1
(1) Impact of network delay and packet loss

Figure 2 shows how network delay and packet lo$sctathe mean opinion score of user’s
perceived operability for four Evaluations, expkdnin Section 3.3. The horizontal axis indicates
network delay. The vertical axis shows the meamiopi score. The left bar in each figure
indicates the mean opinion score in cases where theno packet loss, and the right bar that in
cases where the packet loss rate is 3%.

<Evaluation 1>

The perceived operability is not affected if théwwk delay is 500m sec or lower in cases where
there is no packet loss, or if the network dela}58m sec or lower in cases where the packet loss
rate is 3%. The measured total scroll time is showFigure 3 for reference. It is clear that the
network delay and packet loss rate do not affectdkal scroll time so much. This means that it is
difficult to judge the user’s perceived operabilitjth the scroll time. This was also true in the
other types of evaluation.

<Evaluation 2>

The perceived operability is not affected if théwwk delay is 300m sec or lower in cases where
there is no packet loss, or if the network dela3d8m sec or lower in cases where the packet loss
rate is 3%.

<Evaluation 3>

The perceived operability is not affected if thewaak delay is 75m sec or lower in cases where
there is no packet loss, or if the network delag5m sec or lower in case where the packet loss
rate is 3%.

<Evaluation 4>

The perceived operability is affected unless thsreo network delay and no packet loss. It is
noted that the information transfer rate was a26utbps.
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Figure 2. Evaluation of user’s perceived operability with RDP7.1
(Network delay, Packet loss)
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Figure 3. Total scroll time in RDP evaluation 1

(2) Impact of downlink bandwidth

Evaluations which would be easily affected by limgtdownlink bandwidth are considered here.
Figure 4 shows how downlink bandwidth affects theam opinion score of user's perceived
operability for Evaluations 3&4. The horizontal sxindicates downlink bandwidth. The vertical
axis shows the mean opinion score.
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<Evaluation 3>

The perceived operability is not affected if themdtink bandwidth is more than 300k bps, in
cases where there is no packet loss and no paekst d

Packet loss rate : 0%
Network delay: Oms I |

100k 200k 250k 300k 400k 500k 700k 800k 1M

Downlink bandwidth [bps]
<Ewvaluation 3>

mean opinion score
O =2 N W h O
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Network delay: Oms
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<Evaluation 4>

mean opinion score
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Figure 4. Evaluation of user’s perceived operability with RDP7.1
(Limiting of downlink bandwidth)

<Evaluation 4>

The perceived operability is not affected if themdtink bandwidth is more than 2.8M bps, in
cases where there is no packet loss and no paekst d
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3.4.2 Evaluation with PColP

(1) Impact of network delay and packet loss
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Figure 5. Evaluation of user’s perceived operability with PColP
(Network delay, Packet loss)
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Figure 6. Total scroll time in PColP evaluation 1

As in Figure2, Figure 5 shows how an increase iwokk delay and packet loss rate affects the
mean opinion score of user’s perceived operaklfitityfour Evaluations.
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<Evaluation 1>

The perceived operability is not affected if théwwk delay is 500m sec or lower in cases where
there is no packet loss , or if the network dekyt$50m sec or lower in cases where the packet
loss rate is 3%. The measured total scroll timghimwvn in Figure 6 for reference. As in Section
3.4.1(1), it is clear that the network delay andke# loss rate do not affect the total scroll tisoe
much. This was also true in the other types ofieatadn.
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<Evaluation 2>

The perceived operability is not affected if théwwk delay is 200m sec or lower in cases where
there is no packet loss, or if the network delaydsn sec or lower in cases where the packet loss
rate is 3%.

<Evaluation 3 >

The perceived operability is not affected if théwwk delay is 100m sec or lower in cases where
there is no packet loss, or if the network delaydm sec or lower in cases where the packet loss
rate is 3%.

<Evaluation 4 >

The perceived operability is not affected if théwwk delay is 700m sec or lower in cases where

there is no packet loss. It is noted that thermftion transfer rate was about 5 Mbps, which was
much lower than the cases where RDP was used.
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(2) Impact of downlink bandwidth
As in Figure4, Figure 7 shows how downlink bandWidffects the mean opinion score of user’'s
perceived operability for Evaluations 3&4. The lzontal axis indicates downlink bandwidth.
The vertical axis shows the mean opinion score.

<Evaluation 3>

The perceived operability is not affected if thevddink bandwidth is more than 50k bps, in cases
where there is no packet loss and no packet delay.

<Evaluation 4>

The perceived operability is not affected if themdtink bandwidth is more than 300k bps, in
cases where there is no packet loss and no paekst d

3.4.3 Evaluation with ICA12
(1) Impact of network delay and packet loss

As in Figure 2, Figure 8 shows how an increaseeivark delay and packet loss rate affects the
mean opinion score of user’s perceived operaljititthree Evaluations.

<Evaluation 1>

The perceived operability is not affected if théwwk delay is 600m sec or lower in cases where
there is no packet loss, or if the network dela3d8m sec or lower in cases where the packet loss
rate is 3%.

<Evaluation 3 >

The perceived operability is not affected if theweerk delay is 3000m sec or lower in cases
where there is no packet loss and no network delay.
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<Evaluation 4 >

The perceived operability is not affected if théwwk delay is 800m sec or lower in cases where
there is no packet loss, or if the network dela}d8m sec or lower in cases where the packet loss
rate is 3%.

(2) Impact of downlink bandwidth

As in Figure4, Figure 9 shows how downlink bandWidffects the mean opinion score of user’'s
perceived operability for Evaluations 3&4. The lzontal axis indicates downlink bandwidth.
The vertical axis shows the mean opinion score.

<Evaluation 3>

The perceived operability is not affected if thevddink bandwidth is more than 4k bps, in cases
where there is no packet loss and no packet delay.

<Evaluation 4>

The perceived operability is not affected if thevddink bandwidth is more than 70k bps, in cases
where there is no packet loss and no packet delay.

3.4.4 Comparison of RDP, PColP and ICA

A comparison of the evaluation results given int®as 3.4.1, 3.4.2 and 3.4.3 indicates the
following: When a remote desktop is used in they wa Evaluation 1 or 2, the perceived
operability is less sensitive with RDP7.1. Conebérsthe use of PColP and ICA12 makes the
perceived operability less sensitive when a rerdesktop is used in the way in Evaluation 3 or 4.
In particular, ICA12 makes the perceived operaplss sensitive when a remote desktop is used
in the way in Evaluation 4.

4. IMPACT OF NETWORK QUALITY ON THE PERFORMANCE
OF A LIVE-MIGRATION OF VMS

The migration technology is used to move the memspaces of VMs from one physical server to
a different physical server while ensuring sernvicatinuity. A live-migration of VMs over a
wide area have been studied as it can solve mantylgmns such as load balancing and power
saving. It could be also attractive for remotektigs environments, so as to use resources
efficiently and to ensure service continuity in tieent of a wide-area disaster. This section
studies the impact of network quality on the perfance of a live-migration of VMs in remote
desktop environments, as in Figure 10

(1) Evaluation model
Except for the following changes, the same systeaws in Figure 1 is used. RDP7. 1 is only
applied for remote desktop protocol, and WAN enarlag moved between the physical servers

to simulate network delay and packet loss. The iphyspeed of the link between the physical
servers is 1Gbps.
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The same usage in Evaluation 4 of Section 3.44dyfglck of a video) is assumed and the time
needed for live migration of a virtual machine exéty the remote desktop processing with
vMotion (live migration function of VMware) [3] imeasured.
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(2) Evaluation results

Figure 11 shows how an increase in network delaypatket loss rate affects the total migration
time. The horizontal axis indicates network delayacket loss rate. The vertical axis shows the
total migration time.

It is clear that the total migration time is ab@ft sec if there is no packet delay between the
physical servers and no packet loss. To keep thérgration time within 80 sec, for example,
the network delay must be 60m sec or lower (if éhisrno packet loss) or the packet loss rate
must be less than 10% (if there is no network gelay

It was also measured that the migration was comgliet about 40 sec and 44 sec with PColP and
ICA respectively, when there was no network delagy ao packet loss.
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5. CONCLUSIONS

This paper has examined the impact of network tualeterioration on a user's perceived
operability in remote desktop environments, assgniiDP, PColP and ICA as a remote desktop
protocol. Although the scope of the evaluatiorthis paper is limited, it is found that, when
RDP7.1 is used as a virtual desktop protocol, #e’s perceived operability is acceptable when
the user scrolls a webpage if the network del&0B3m sec in cases where the packet loss rate is
3%. Itis also found that, when PColP is usedudes’s perceived operability is acceptable when
playing a video, as long as the network delay iBn7&ec or lower in cases where there is no
packet loss. These results could be guidelinedherdesign and deployment of better remote
desktop services.

This paper has also clarified the impact of netwguhklity on the performance of a live-migration
of virtual machines in remote desktop environmelts. clear by the evaluation that the network
delay must be 60m sec or lower (in cases where tiseno packet loss) or the packet loss rate
must be less than 10% (in cases where there istwmrk delay), so as to keep the total migration
time within 80 sec.

It is required to make more precise evaluatiovamous profiles and network quality. It is also
required to evaluate with touch panel terminal esnaote desktop terminal in future.
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