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ABSTRACT 

There is a widely held notion in the literature that there is an origin-destination traffic matrix for all the 

hosts (end nodes) that are attached to any switched local area network. This is usually in relation to the 

need to calculate the end-to-end (or maximum end-to-end) delays between all the end nodes that are 

attached to the network, for the sole purpose of using these delays values to design upper-bounded delay 

switched local area networks, in efforts at solving the delay problems of this class of networks. In this 

paper, we show that this notion of origin-destination traffic matrix for all the hosts that are attached to a 

switched local area network does not seem to be correct.   
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1. INTRODUCTION 

It is a widely held notion in the literature that to determine the average network delay of a 

switched Local Area Network (switched LAN), the traffic matrix of the hosts that are attached 

to the LAN has to be formulated.  For example, in [1], it was stated that, let Tij denote the 

information flow in packets per unit time between end nodes i and j of the network; we define 

the traffic matrix of the network to be the n×n matrix T= (Tij) where n is the number of end 

nodes. Moreover, in [2], the average end-to-end delay time of a switched local area network was 

defined with respect to the average traffic between end node i and end node j for all end nodes 

that are attached to the LAN and the average delay between the end nodes was defined as the 

weighted combination of all end-to-end delay times. Elbaum and Sidi on the other hand in [3] 

defined minimum average network delay as the average delay between all pairs of users in the 

network. In this paper, we show that this notion of origin-destination traffic matrix for all hosts 

that are attached to a switched local area network with a view to using it to compute end-to-end 

delays (or average end-to-end delay) does not seem to be correct.  
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2. ANALYSIS OF SWITCHED LOCAL AREA NETWORKS’      

ORIGIN-DESTINATION TRAFFIC ENUMERATION METHOD 

USING THE HOSTS THAT ARE ATTACHED TO THE NETWORK 

For packet switched [4 p.366], random access [5], lossless [4, p.366], [5] networks, 

offered load = throughput, but, 

throughput =
transfertheeffecttotakentime

dtransferredataofamount
 therefore, 

offered load =
transfertheeffecttotakentime

dtransferredataofamount
 

 

For any origin-destination pair of nodes (hosts), 

time taken to effect the transfer = delay from origin node (host) to destination node (host) 

 

maximum time to effect the transfer = maximum delay from origin host to destination host 

 

maximum time to effect the transfer from origin host to destination host = maximum time 

(delay) through the 1
st
 switch + maximum time (delay) through the 2

nd
 switch + …+ maximum 

time (delay) through the n
th
 switch on the origin-destination path     

 

If an external site presents to the origin-destination path (route) Z packets every second (loading 

or offered load), then it presents 1 packet every 
Z

1
 seconds. 

Since for a lossless system, offered load = throughput, 

maximum time to effect the transfer of 1 packet = maximum delay from origin host to                                          

destination host of 1 packet 

      

= maximum time (delay) through 1
st
 switch + maximum time (delay) through 2

nd
 switch + …+ 

maximum time (delay) through nth switch ≤ 
Z

1
                                                (1) 

where n = the number of switches in the origin-destination path (route). 

The ≤ inequality symbol in (1) implies that 
Z

1
seconds is an upper bound on end-to-end delay 

for the origin-destination pair of hosts. Above
Z

1
seconds, we will have a loss system. Therefore, 

since we are interested in the maximum (upper bounded) delay, the ≤ symbol in (1) can be 

replaced by an = symbol and hence, (1) becomes an equation. 

 

We can also rationalize the preceding idea in this way. Consider an origin-destination pair of 

hosts that are involved in a communication session. Let us assume that the local area network 

(LAN) is a switched Ethernet LAN.  

Assume that X Megabits/sec (Mbps) = maximum Ethernet port transfer rate of a host, 

= 
)(min lengthpacketEthernetimum

X
 packets/sec.             (2) 

= Z packets/sec, say. 

Or, it transfers 1 packet every 
Z

1
seconds. 
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The minimum Ethernet packet length should be used in (2) because, this will give us the 

maximum packets/sec. (maximum loading) and hence, it will give us an upper bounded delay 

situation. Therefore, for a lossless system, each packet should cross all the switches in its path 

from origin-to-destination in 
Z

1
 seconds. This idea was succinctly expressed by Bersekas and 

Gallagar in [4, p.511]; where it was stated that, a strict implementation of a communication 

session’s rate of r packets/sec. would be to admit 1 packet every 
r

1
seconds. As an example, for 

hosts (workstations), X could be 10Mbps (mega bits per second) or the basic Ethernet rate, 

100Mbps (Fast Ethernet rate).For Servers, X could be 1,000Mbps (Gigabit Ethernet rate).  

 

Consider a network that has two (2) hosts connected by a switch as shown in Figure 1. 

 

H2H1

 
 

We can see that either of the hosts will be sending data traffic to the other host or receiving data 

traffic from it; therefore, we will have the traffic matrix shown in (3). 

 

          








2212

2111
                                                                                                                          (3) 

 

12 is Host1 sending data traffic to Host2 and Host2 receiving data traffic from Host1; similarly, 

21 is Host2 sending data traffic to Host1, and Host1 receiving the traffic. 11 is Host1 sending 

data traffic to itself (which is not possible); and 22 is Host2 sending data traffic to itself (which 

is also not possible). Therefore, the diagonal entries are not necessary, but we retain them so 

that we can get a correct picture of the network traffic matrix; the diagonal entries are hence, 

crossed out. But we can see from Figure 1 and from (3) that end-to-end delay in the direction 

from Host1 to Host2 is the same as the end-to-end delay from Host2 to Host1; so for a two (2) 

hosts network, we need 1 end-to-end delay, since: end-to-end delay 12 = end-to-end delay 21. 

 

Consider also, a network that has three (3) hosts. There are more than one ways of connecting 

the hosts. It may be through a switch or through multiple switches (this again can have multiple 

configurations).We illustrate just two of the configurations in Figures 2 and 3. We should 

emphasize at this point that, in our illustrations (Figures.1, 2, and 3) and indeed in any LAN 

installation, one or more of the hosts may be a server or servers (for example, file server, web 

server); but for the purpose of our analysis, we regard all connected end devices (computing 

devices, printing devices and others) as hosts.  
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H1

H2

H3

 
 

H1

H2

H3

 

 

What ever be the configuration (connection) of the three hosts network does not matter; what is 

important in the context of our analysis is that, Host1 can either be sending traffic to Host2 or 

receiving traffic from Host2, it can either be sending traffic to Host3 or receiving traffic from 

Host3. The same scenario holds for Host2 and Host3. We therefore, have the traffic matrix for a 

three (3) hosts connected through two (2) switches network as shown in (3). 

 

          

















332313

322212

312111

                                                                                                                  (4) 

 

Following our previous explanations, we cross out the diagonal entries. Also, since the traffic 

from Host1 to Host2 will cross the same number of switches from origin to destination, as the 

traffic from Host2 to Host1, it follows that, end-to-end delay 12 = end-to-end delay 21. 

Similarly, end-to-end delay 13 = end-to-end delay 31, end-to-end delay 23 = end-to-end delay 

32.Therefore, for a three (3) hosts network, we need 3 end-to-end delays. By following the 

preceding explanations, we can proceed to write out the traffic matrix for a four (4) hosts’ 

network as shown in (5). 

 

By similar reasoning, we can see that for a four (4) hosts’ network, we need 6 end-to-end 

delays. Following the same logic, we can show that for a five (5) hosts network, we need 10 

end-to-end delays, for a six (6) hosts network, we need 15 end-to-end delays. 
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

















44342414

43332313

41322212

41312111

                                                           (5)

            

 

 

 

             

 

We have been able to come-up with a closed-form relation for finding the number of end-to-end 

delays (number of origin-destination pairs) to be used with inequality (1) (in inequality (1), we 

have considered only one (1) origin-destination pair of two (2) hosts involved in a 

communication session) for any switched LAN. For a switched LAN, if, 

 

p = the LAN’s number of end-to-end delays (with respect to attached hosts or end nodes),   

k = number of end nodes (hosts) in the LAN, then, 

p = )(
1

1

∑
−

=

−

k

x

xk                                                                                         (6) 

For example, if k =3, p = )3(
13

1

∑
−

=

−

x

x = )3(
2

1

∑
=

−

x

x = (3 -1) + (3 – 2) = 2+1 = 3 

 

No matter the number of hosts that are attached to the LAN, we can calculate the number of 

end-to-end delays (number of origin host to destination host delays) with respect to (1) by using 

(6). 

 

Consider the three (3) hosts, two (2) switches LAN shown in Figure 3. Since the application of 

(6) gives us three origin-destination pairs, and from (1) the 3 origin-destination pairs of hosts 

are 1-2, 1-3, and 2-3. For this network therefore, the three origin-destination equations (using 

(1) which has an upper bound of 
Z

1
) are:  

 

For the 1-2 origin-destination pair of hosts,  

maximum time to transfer 1 packet from H1 to H2 (maximum end-to-end delay) =    

max. time (delay) through switch 1 =
1

1

Z
                                                                                    (7) 

For the 1-3 origin-destination pair of hosts,  

maximum time to transfer 1 packet from H1 to H3 (maximum end-to-end delay) =    

max. time (delay) through switch 1+max. time (delay) through switch 2 =

2

1

Z
                         (8)                                         

For the 2-3 origin-destination pair of hosts,  

maximum time to transfer 1 packet from H2 to H3 (maximum end-to-end delay) = max. time 

(delay) through switch 1+max. time (delay) through switch 2 =
3

1

Z
                                          (9) 

where Z1, Z2, and Z3 are the Ethernet port transfer rates in packets per second of any of the two 

hosts that are involved in a communication session in (7), (8), and (9) respectively. We can 

write out (7), (8), and (9) together in matrix form as: 

  origin-destination 3 

  origin-destination 6 

  origin-destination 5 

  origin-destination 4 

  origin-destination 1 

  origin-destination 2 
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























−

−

−

−

−

−

delayend

toendimumndestinatioorigin

delayend

toendimumndestinatioorigin

delayend

toendimumndestinatioorigin

max23/

max13/

max12/

= 

















11

11

01

×





























2

max

1

max

switchthrough

packetdataany

ofdelayimum

switchthrough

packetdataany

ofdelayimum

                  (10) 

Where an entry in the bit matrix is 1 if a packet from or to any of the hosts at either ends in the 

origin-destination path (the maximum end-to-end delay entry of the maximum end-to-end delay 

column vector) crosses the corresponding switch in transiting from origin host to destination 

host; the entry is 0, if the packet does not cross the switch. We can re-write (10) as in (11); 

where a11 = a21 = a22 = a31 = a32 = 1 and a12 = 0. Matrix Eq. (11) can be written for any switched 

local area network, with any arbitrary number of m switches and k hosts.  

 

Let y1, y2, y3,……,yp-1, yp represent origin-destination pair1 maximum end-to-end delay, origin-

destination pair2 maximum end-to-end delay, origin-destination pair3 maximum end-to-end 

delay,…,origin destination pair p-1 maximum end-to-end delay and origin-destination pair p 

maximum end-to-end delay respectively. 

























−

−

−

−

−

−

delayend

toendimumndestinatioorigin

delayend

toendimumndestinatioorigin

delayend

toendimumndestinatioorigin

max23/

max13/

max12/

=

















3231

2221

1211

aa

aa

aa

×





























2

max

1

max

switchthrough

packetdataany

ofdelayimum

switchthrough

packetdataany

ofdelayimum

            (11) 

Also, let x1, x2, x3, …, xm-1, xm represent the maximum delay of any data packet through switch 

1, the maximum delay of any data packet through switch 2, the maximum delay of any data 

packet through switch 3,…, the maximum delay of any data packet through switch m-1, the 

maximum delay of any data packet through switch m respectively, then (11) can be written for 

any switched local area network as in (12). 







































−

p

p

y

y

y

y

y

1

3

2

1

..

..

..

..

..

 =







































−

−
−

−−−

−

−

−

pmmppp

mpmppp

mm

mm

mm

aaaa

aaaa

aaaa

aaaa

aaaa

121

1112111

3133231

2122221

1111211

....

....

............

............

............

............

............

....

....

....

  ×  







































−

m

m

x

x

x

x

x

1

3

2

1

..

..

..

..

..

                                                                            (12) 
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where y1= 
1

1

Z
, y2=

2

1

Z
, …,yp =

pZ

1
 and x1, x2, x3, …………., xm-1, xm are the unknown. 

m = number of switches in the local area network;  

aij = 1/0, i = 1,2,3,…,p; j = 1,2,3,…,m are elements of the path bit matrix for the whole 

network.;  

aij = 1, if a data packet that transverses origin-destination i passes through switch j;  

aij = 0, if a data packet that transverses origin-destination i does not pass through switch j;  

p = the LAN’s number of origin-destination pairs of hosts, which is given by (6). 

 

Put in compact form, (12) can be written as:  

 y = AX                                                                                       (13) 

Where A is the p×m matrix, X = (x1, x2, x3, ……,xm-1, xm)  is a 1×m column vector, and y = (y1, 

y2, y3, ……,yp-1, yp)  is a 1×p column vector in (12) respectively. 

 

On the surface, (12) seems to support the notion that there is an origin-destination pairs traffic 

matrix with respect to end-to-end delay computation for all the hosts that are attached to a 

switched LAN as enunciated (we think, not correctly) in [1], [2], [6]. We now explain why this 

notion does not seem to be correct when applied to switched LANs.  

 

If we look at (10), we see that rows 2 and 3 of the bit matrix have the same type of entries, 

indeed a21 = a31 and   a22 = a32 in relation to (11). This will make the set of vectors resulting from 

(11) to be linearly dependent. If (12) is written out for (11), we will have (14). Carrying out 

matrix multiplication on (14) will result in the system of equations as shown in (15).  

 









×

















=

















2

1

3231

2221

1211

3

2

1

x

x

aa

aa

aa

y

y

y

                                                                                    (14) 

 

y1 = a11x1 + a12x2                                                                                                                                 (15a) 

y2 = a21x1 + a22x2                                                                                                                                 (15b) 

y3 = a31x1 + a32x2                                                                                                                                 (15c) 

  

The reason for the linear dependence of the system of equations in (15) is that, if we look at the 

network of Figure 3, for host H1 to communicate with host H3, and vice versa, data packets will 

transit through switch 1 and switch 2; the same thing as when host H2 is to communicate with 

host H3 or H3 with H2. Therefore, the maximum delays of a data packet in switch 1 and switch 2 

for the two communication sessions are the same; hence, the similarity of the entries in rows 2 

and 3 of the end-to-end paths bit matrix in (10).  

 

In the words of Kreyzig in [7, p.332],‘what is the point of linear independence and 

dependence?’ And he provided the following answer: ‘well, from a linearly dependent set of 

vectors, we may often omit vectors that are linear combination of others until we are finally left 

with a linearly independent subset of the ‘really essential’ vectors, which can no longer be 

expressed linearly in terms of each other’ [7, p.332]. Therefore, if we eliminate the linearly 

dependent set of vectors from (14), some of the yi’s will vanish; meaning that the 

communication paths of some of the hosts (origin-destination pairs of hosts) will vanish. This is 

because packets travelling between two end hosts will suffer maximum delays in the same set of 

switches along their end-to-end paths. This proves the fact (and we are proposing a new theory) 

that there is no origin-destination pairs traffic matrix with respect to end-to-end delay 

computation for all the hosts that are attached to a switched local area network.   



International Journal of Distributed and Parallel Systems (IJDPS) Vol.2, No.6, November 2011 

234 

 

 

 

3. CONCLUSIONS 

We have shown in the context of computing the end-to-end (or maximum end-to-end) delays of 

switched local area networks that there is no origin-destination pair traffic matrix for all the 

hosts that are attached to any of such networks. We have therefore, proposed the theory that, 

there is no origin-destination pairs traffic matrix with respect to end-to-end delay computation 

for all the hosts that are attached to a switched local area network. How then do we enumerate 

all the end-to-end delays of any switched local area network, in order to be able to calculate, for 

example, the network average of maximum end-to-end delays? This can be used to design an 

upper bounded delay switched local area network. A methodology for enumerating all the end-

to-end delays of any switched local area network will be reported in another paper.      
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