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ABSTRACT 

Disk scheduling is a method by which a computer operating system decides the order that block I/O 

operations are submitted to storage volumes. It has an important role in QOS guarantee of soft real-time 

environments such as video-on- demand and multimedia servers. Many traditional algorithms exist to order 

the disk requests in an optimized manner. Many of these algorithms attempt to minimize any one 

parameter, completion-time or missed tasks at a time. In this paper, we propose a genetic based approach 

for disk scheduling which optimizes the completion time and number of missed tasks simultaneously. 

Traditional Multi-objective Genetic Algorithm(MOGA) is customized by including the concept of elitism to 

achieve better fitness values. The existing cycle crossover operator is modified to provide more search 

space. MOGA hybridized by combining with Simulated Annealing (SA) is known as Hybridized GA(HGA). 

In this method, the convergence of GA is improved by introducing the probability of SA as the criterion for 

acceptance of the new trial solutions. This hybridization shows more accuracy while finding solutions in 

later stage of searching process. The algorithms have been tested on several problems and the results were 

compared with traditional methods. Experimental results showed that the proposed GA based approaches 

worked very well and excelled most related works in terms of completion-time and number of missed tasks. 
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1. INTRODUCTION 

The use of spinning magnetic disks for data storage has introduced some interesting problems that 

have greatly challenged computer systems researchers. In a modern computer, the performance of 

overall system is directly affected by processor speed, memory and disc capacity and disc speed. 

Although processor speed and memory capacity are increasing by over 40% per year, evolution of 

disc speed increases more gradually, growing by only 7% per year [1]. Many modern computer 

applications require huge amounts of data. In some applications data must be retrieved in real-

time. Therefore, disk scheduling has great importance in such systems. Examples of such 

applications may be found in the multi-media field such as video-on-demand and audio playback 

systems. Disk scheduling is the method by which the computer operating systems decides the 

order in which block I/O operations will be submitted to storage volumes. The operating system 

uses a disk scheduling technique to determine which request to satisfy. The I/O scheduler is an 

operating system component whose purpose is to maximize disk performance and to provide 

quality of service (QoS) between competing disk users. 

Traditionally, disk scheduling problem is tackled in two ways. In one approach, more hardware is 

added. One example is RAID. It combines multiple physical disks and thereby performance is 

improved. In another approach, performance and quality of service is improved by improving the 

software (i.e.) to improve the disk scheduling which efficiently uses the available disk 
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resources.Reordering of disk requests, merging of adjacent requests into single larger requests 

and delaying a request to the disk drive are the mechanisms used by a disk scheduler. 

In this paper, the disk scheduling is formulated as multi-objective optimization problem. MOGA 

is used to optimize scheduling of the disk requests. The throughput is maximized by minimizing 

the computational time for the requests and minimizing the number of disk requests missed. This 

paper is organized as follows: In Section 2 the work related to the problem is discussed. Section 3 

describes the problem. Section 4 briefs the methodology of the proposed MOGA. Section 5 

presents the experimental results. Section 6 concludes. 

2. RELATED WORK 

Most traditional disk scheduling algorithms, such as FCFS, SCAN, C-SCAN, LOOK, C-LOOK, 

and SSTF are designed to reduce disk-seek time and increase its throughput [2, 3, 4]. FCFS 

algorithm performs operations in order the task arrives. However, the performance of this 

algorithm is poor [5, 6]. SSTF reduces the total seek time compared to FCFS. The disadvantage 

of SSTF is starvation that is the R/W head stays in one area of the disk if very busy. These 

algorithms do not consider real-time constraints of I/O tasks and, therefore, are not suitable to be 

applied directly on a real-time system [6, 7, 8]. 

In the SCAN algorithm, the disk arm starts at one end of the disk, and moves toward the 

spindle,servicing requests as it reaches each cylinder, until it gets to the spindle. From this end, 

the direction of head movement is reversed and servicing continues. The head continuously scans 

back and forth across the disk [7, 9]. C-SCAN scheduling is a variant of SCAN designed to 

provide uniform wait time. Like SCAN, C-SCAN moves the head from one end of the disk to the 

spindle, servicing the requests along the way. When the head reaches the spindle, it immediately 

returns to the beginning of the disk, without servicing any requests on return trip [9, 10]. LOOK 

algorithm is also a variant of SCAN. In LOOK the disk head does not move inward or outward 

when there is no request in that direction. LOOK performs better than SCAN when load is low 

but it is equivalent to SCAN when the load is high [11]. A variant of LOOK scheduling is C-

LOOK. C-LOOK moves the head in one direction from its current position, after serving all the 

requests in current direction, disk head starts to serve the first request in other end without serving 

the requests in return trip. It provides more uniform wait time for the requests [11]. 

 

Walter A. Burkhard et al [12] considered a novel representation scheme for rotational position 

optimization reducing the required flash memory by a factor of more than thirty thereby reducing 

the manufacturing cost per drive. The results indicated the existence of workload domains where 

the step function rpo tables provide very acceptable performance.Eitan Bachmat [13] considered 

the problem of estimating the average tour length of the asymmetric TSP arising from the disk 

scheduling problem with a linear seek function and a probability distribution on the location of 

I/O requests. Anna Povzner et al [14] have shown that by reserving disk resources in terms of 

utilization it is possible to create a disk scheduler that supports reservation of nearly 100% of the 

disk resources, provides arbitrarily hard or soft                                                                                                     

guarantees depending upon application needs, and yields efficiency as good as or better than best-

effort disk schedulers tuned for performance. Timothy Bisson et al [15] have proposed to use the 

flash memory to reduce write latency by selectively caching write requests to the NVCache. Hai 

Huang et al [16] proposed a novel technique that dynamically places copies of data in file 

system's free blocks according to the disk access patterns observed at runtime. 

Teorey et al [17] has performed the analysis on various disk scheduling policies. Thomasian et al 

[18] has proposed some new disk scheduling policies and analyzed them.Zoran Dimitrijev et al 

[19] presented Semi-preemptible IO, which divides disk IO requests into small temporal units of 

disk commands to improve the preemptibility of disk access. The evaluation of this prototype 

system showed that Semi-preemptible IO substantially improved the preemptibility of disk access 

with little loss in disk throughput and that pre-emptive disk scheduling could improve the 

response time for high-priority interactive requests. 
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Bonyadi [20] proposed a new disk scheduling method based on genetic algorithm that considers 

make span and number of missed tasks simultaneously. In the proposed method, a new coding 

scheme is presented that employs crossover, mutation and a penalty function in fitness. Its 

parameters such as number of chromosomes in initial population, mutation, and crossover 

probabilities, etc have been adjusted by applying it on some sample problems. The algorithm has 

been tested on several problems and its results were compared with traditional methods. 

Experimental results showed that the proposed method worked very well and excelled most 

related works in terms of miss ratio and average seeks. 
 

3. PROBLEM DESCRIPTION 

Consider a set of n disk requests r = {r1r2 ... rn}. Finding a feasible schedule r':rw(1) rw(2) 

rw(y) rw(n) with minimal completion time and minimal number of requests missed is the goal of 

real- time disk schedulers. The index function w(i), for i=1 to n, is a permutation of {1,2,y, n}. 

For any disk request, time is required to seek the track where the request is located. This time is 

called as seektime. It is calculated as given in Equation (1). 

                  seektime = abs (cheadpos − tracknum)                                                                      (1) 

where 

cheadpos: Current head position 

tracknum: Track number of the request 

To transfer the request from disk to buffer, some time is spent which is called as transfer time. 

 

The completion time of a request is the time to complete the reuest. It is found using Equation (2). 

                        c _ time = cur _ time + seektime + transtime                                                      (2) 

where 

c_time    : Completion time of the request 

cur_time: Current time 

seektime: Seek time 

transtime: Transfer time 

Deadline time is the latest time at which disk request should be completed. 

Throughput of the disk scheduling is calculated using Equation (3). 

                                                                                             

                          Throughput = b / c _ time                                                                                  (3) 

 

where 

b: Data size of the request in KB 

Since throughput depends on the completion time of the disk requests, our objective is to 

minimize the completion time. For real-time applications, missed disk requests are to be reduced. 

 

4. METHODOLOGY 

4.1. MOGA 

Multi-objective optimization problems often deal with conflicting objectives. Many different 

approaches have been applied to MOGA problems. Aggregation-based approaches use a 

weighted sum of the objective values as the new objective in a single-objective optimization 

problem. Criterion-based approaches consider only one objective of a MOGA problem at a time. 

In the simplest case, the objectives are ranked in order of importance, optimizing each one in turn 

without degrading the values of the previous objectives. In this work, the completion time and the 

number of missed requests are the conflicting objectives. Aggregation-based approach using a 

weighted sum of the objective values as the new objective in single-optimization problem is used. 
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4.1.1. MOGA Procedure 
          1. Initialize the population. (Any random ordering of the current requests) 

          2. Traverse the ordering from left to right 

          3. Calculate the fitness value 

          4. Apply Elitism 

          5.Perform crossover  

          6.Perform mutation 

          7. Perform Rank-based selection 

          8. Repeat steps 3-6 till a required number of generations are reached. 

The above steps illustrate how MOGA is implemented. At first, the population is initialized 

randomly. The fitness value for each individual is calculated according to the fitness function. 

Elitism is applied to select the individuals to apply the genetic operators. Crossover and mutation 

are applied on the selected individuals. The individuals are ordered based on the fitness value. 

The procedure is repeated till convergence occurs. 

4.1.2. Representation of a disk schedule 

A chromosome represents the schedule in which the various disk requests are to be processed. 

The chromosome is an array of n integers, where n is the total number of disk requests to be 

scheduled. The allele value at the ith entry of a chromosome represents one disk request in the 

sequence. The gene represents the disk request id which is an integer. Let 1, 2, 3, 4, 5, 6, 7, 8, 9 

and 10 be the disk requests. For this example, the representation of the disk request is shown in 

Figure 1. 

 

4 2 3 5 1 9 8 10 7 6 

 
Figure 1. Representation of a disk schedule 

4.1.3. Initialization of the Population 

Initially the disk request ids are encoded into integers in a continuous fashion. The disk 

requests are generated randomly. The population size that we have chosen for experiment is 200. 

4.1.4. Fitness Calculation 

Fitness value is calculated for each of the chromosome in a population as given in (4).                                                 

                                                                        n 

                     Min f (c _ time, m _ request)= ∑  α *c _ timei + β*m _ request                         (4) 

                                                                       i=1 

where 

α - Coefficients for completion time, selected as 100. 

β - Coefficients for number of requests (m_request), 10% of α and is a negative coefficient. 

Since the completion time affects the throughput and the performance of the disk scheduler, 

c_time is given more weightage. Hence, α is chosen as 100. 

 

4.1.5. Elitism 

Elitism is the process of selecting the best chromosomes in a particular generation and retaining 

them unaffected for the next generation. This is done to overcome the loss of best chromosomes 

due to the process of crossovers and mutations. The elitism rate that we have chosen is 0.05%. 
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4.1.6. Genetic Operators 

Cross over that is used in the experiment is Single-Point cross-over. The cross-over rate used 

inthe experiment is 90%. Swap mutation with a rate of 1% is used in the work. Based on the 

fitness value of each chromosome is ranked. As the objective function is to minimize the fitness 

value, the chromosome with lowest fitness value is assigned the first rank. Chromosome with 

lowest rank appears in the next generation. 
 

4.1.7. Stopping criterion 
 

In most test cases, the convergence is found at 26th or 27th generation. Therefore, the procedure 

is repeated for 30 generations. 
 

4.2. HGA 

To develop the hybrid genetic algorithm, we have combined features of SA to the basic 

MOGA framework. The capability of SA for selecting the fittest candidate solutions are used as 

input to the cross-over module. Though SA takes some time to cool down to the equilibrium state, 

it eliminates the dependency of the selection process on a complete pool of candidate solutions 

required in conventional method at the selection stage. Both SA and MOGA are randomized 

guided search methods which when combined result in HGA [21].                                              

4.2.1. Simulated Annealing 
 

SA is a generic probabilistic metaheuristics for the global optimization problem of locating a 

good approximation to the global optimum of a given function in a large search space. By 

analogy with this physical process, each step of the SA algorithm replaces the current solution by 

a random "nearby" solution, chosen with a probability that depends both on the difference 

between the corresponding function values and also on a global parameter T, the temperature, that 

is gradually decreased during the process. The dependency is such that the current solution 

changes almost randomly when T is large, but increasingly "downhill" (for a minimization 

problem) as T goes to zero. The allowance for "uphill" moves potentially saves the method from 

becoming stuck at local optima. 

In SA, a problem state is defined by the values of a number of parameters. The state transition is 

done by changing the values of the parameters using the Boltzmann distribution function in 

thermodynamics. The objective is to maximize the value of our objective function. At each state 

transition the temperature of the system is reduced by a small amount. The temperature schedule 

is designed so that the state of the system freezes after hundreds of transitions. A logarithmically 

decreasing temperature is found useful for convergence without getting stuck to a local maximum 

state. But to cool down the system to the equilibrium state it takes time. In particular, simulated 

annealing knows little about whether a region of the search space has been explored or whether a 

region is better for searching by the use of statistical distribution function. An interesting and very 

fast optimization procedure can be developed along with genetic algorithm framework. 

For selection, a chromosome with a value xi is taken from a pool P (g) of generation g. It is 

selected based on Boltzmann probability distribution function. Let it be assumed that fmax is the 

fitness of the currently available best chromosome. If the next chromosome has fitness f (x) such 

that it is greater than fmax, then the new chromosome is selected otherwise it is selected with 

Boltzmann probability as given in Equation (5). 

 Boltzmann probability = P (exp [-(f(y)-f(x)) / T] >= random [0, 1])                                         (5) 

where 

 T= T0 (1- α) k and K= (1 + (g / G) *100)                                                                                  (6) 

In this equation, 'g' is the current generation number; G, the maximum value of g. The value of α 

can be chosen from the range [0, 1], and T0 from the range [5,100]. The value of T decreases 

exponentially or at logarithmic rate with increase in the value of g and hence the value of the 

probability P. This is significant in terms of convergence. The final state is reached when 
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computation approaches zero value of T, i.e., the global solution is achieved at this point. In the 

proposed HGA algorithm, the probability that the best string is selected and automatically 

included as a member of the selected population is very high. However, elitism is suggested to 

eliminate the chance of any undesired loss of information during the mutation stage. The 

proposed HGA is shown in Figure 2. 

 

Begin 

g = 0 

initialize (T, P (g)) 

evaluate P (g) using fitness function 

fmax maximum fitness of P (g) 

termination_condition = false 

while (NOT termination_condition) do 

begin 

g = g + 1 

for i = 1 to N do 

begin 

if fmax-f(xj)<=0 

then select xj from P (g) and set fmax to f (xj) 

else if (exp [-(f(y)-f(x)) / T ] >= random [0, 1] ) 

then select xj from P (g) 

else select x corresponding to fmax 

end 

crossover 

mutation 

evaluate P (g + 1) using fitness function 

lower T 

end 

end 

 

Figure 2 Proposed HGA 

 

5. RESULTS AND DISCUSSION 

5.1. Simulation Environment and Parameters setting 

In the simulation environment, set of read/write requests have been considered that their 

completion time is calculated using seek time and transfer time. The deadlines of requests are 

calculated using Equation (7). 

 D = time _ mul ∗ base + (timeout ∗ (size / 36KB))                                                                    (7) 

where 

D                 - Deadline of requests 

Time_mul   - Time multiplier, uniform random number in interval 1-5. 

base             - TimeoutBase for each request, 550 

timeout        -10 

size              -Size of requested data 

The simulation is done in C. Different types of files such as text (.txt), images (.jpg, .bmp), 

media (.wma, .avi) are given as input. The size of the file is derived and it is used for the 

calculation of deadline and throughput, it makes suitable for real time environment. 
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                                             Table 1 Parameters and Values                                    

             

Parameters                                           Values 

Number of chromosomes Number of read/write requests 

Population size     200 

Elitism Rate    10% 

Crossover type Modified Cycle crossover 

Crossover Probability  92% 

Mutation Swap mutation 

 Mutation Probability 1% 

 
Table 1 gives the various parameters and values used in this experiment. Number of read/write 

requests decides the number of chromosomes. The population size is fixed as 200. The elitism 

rate is 10%. Cycle cross over is modified and applied to the selected individuals with the 

probability 92%. Swap mutation is applied with the probability 1%. With the cross over and 

mutation types and probabilities as given in Table 1, the experiment is run for various population 

sizes, 50,100,150,200 and 300. The experiment is run for 1000 times with requests 5, 10 and 15. 

The results are tabulated in Table 2. At population size 200, the fitness value reaches the lowest 

level. Though population size is increased to 300, there is no improvement in the lowest fitness 

value reached. Hence, the population size is fixed as 200 throughout the experiment. 

  Table 2 Population size vs. Fitness value reached 

 

Population Size Proposed MOGA Proposed HGA 

50 2307 2300 

100 1802 1858 

150 1802 1800 

200 100 100 

300 100 100 

It is shown that the fitness value reached by proposed MOGA and proposed HGA are almost 

equal for all the population sizes. For both approaches, the fitness value reaches the lowest level 

at 200. The comparison is shown in Figure 3. 
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Figure 3 Population size vs. fitness value 

 

5.2. Comparison of completion time 

The experiment is run for 1000 disk requests. The numbers of disk requests are taken as 5, 10 and 

15. The completion times (in ms) of the proposed work obtained through the experiments are 

tabulated in Table 3. 

 

Table 3 Comparison of completion-time 

 

Number 

of 

requests 

FIFO SCAN C-SCAN LOOK C-LOOK SSTF Proposed 

MOGA 

Proposed 

HGA 

5 500 330 367 317 337 235 250 240 

10 704 365 397 365 352 340 360 360 

15 759 483 520 517 407 415 450 470 

 
Figure 4 illustrates that the completion time is reduced by using the proposed MOGA HGA, when 

compared to the traditional algorithms, FIFO, SSTF, SCAN, C-SCAN, LOOK, and C-LOOK. 

The GA based approaches overcome all the existing algorithms except SSTF. The performance of 

proposed approaches and SSTF in reducing the completion time is equal. However, SSTF does 

not consider deadline and reduce the missed tasks while scheduling the read/write requests. 

 



International Journal of Information Technology Convergence and Services (IJITCS) Vol.1, No.4, August 2011 

77 

 

 

              
 

Figure 4 Traditional Algorithms vs. GA based approaches 

 

5.3 Pareto Front 

Pareto front is the solution set produced by MOGA when the objectivers are controdicting. 

 

            

Figure 5 Pareto front 

In this work,the number of missed tasks and completion time are the controdictory. It is very 

crucial to find a trade-off between the two parameters Figure 5 presents the Pareto front produced 

by the proposed approaches. Through Pareto front, a set of optimal solutions for the disk 

scheduling problem are found out. 
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6. CONCLUSIONS 

In this paper, GA based approaches, MOGA and HGA, are proposed to optimize the disk requests 

schedule. In the proposed methods, a simple and robust coding technique has been used. To 

evaluate the proposed method, set of disk requests have been generated randomly. Traditional 

disk scheduling algorithms are compared with the proposed approaches. The simulation results 

showed that the proposed approaches produced an optimized schedule versus other related works. 

It is shown that a trade-off between the conflicting objectives completion time and number of 

missed tasks is found out by GA based approaches. 
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