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ABSTRACT

Actual network size depends on the application and the protocols developed for the routing for this kind of
networks should be scalable and efficient. Each routing protocol should support small as well as large
scale networks very efficiently. As the number of node increase, it increases the management functionality
of the network. Graph theoretic approach traditionally was applied to networks where nodes are static or
fixed. In this paper, we have applied the graph theoretic routing to MANET where nodes are mobile. Here,
we designed all identical nodes in the cluster except the cluster head and this criterion reduces the
management burden on the network. Each cluster supports a few nodes with a cluster head. The intra-
cluster connectivity amongst the nodes within the cluster is supported by multi-hop connectivity to ensure
handling mobility in such a way that no service disruption can occur. The inter-cluster connectivity is also
achieved by multi-hop connectivity. However, for inter-cluster communications, only cluster heads are
connected. This paper demonstrates graph theoretic approach produces an optimum multi-hop connectivity
path based on   cumulative minimum degree that minimizes the contention and scheduling delay end-to-
end. It is applied to both intra-cluster communications as well as inter-cluster communications. The
performance shows that having a multi-hop connectivity for intra-cluster communications is more power
efficient compared to broadcast of information with maximum power coverage. We also showed the total
number of required intermediate nodes in the transmission from source to destination. However, dynamic
behavior of the nodes requires greater understanding of the node degree and mobility at each instance of
time in order to maintain end-to-end QoS for multi-service provisioning. Our simulation results show that
the proposed graph theoretic routing approach will reduce the overall delay and improves the physical
layer data frame transmission.
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INTRODUCTION

Mobile Ad Hoc Network (MANET) [1] is often characterized as infrastructure-less as it does not
use towers or base stations. It can be defined as a system of autonomous mobile (Dynamic) nodes
that communicate over wireless links without any preinstalled infrastructure [2]. The network
deployment is easy. The network is both power and bandwidth constrained and yet it is expected
to provide multi-service provisioning with end-to-end Quality of Service (QoS) provisioning to
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end users. MANET doesn’t have any dedicated routers to do routing (define a path for packet to
transmit from source to destination), Thus each node can work as a relay in the communication
path. Each node is able to send and receive data from other nodes in the network [3]. When a
node wants to send data to another node which is outside the coverage area (or in a different
cluster), then the source node will forward this data to an intermediate node. The intermediate
node will forward the data to the next hop or destination node. As long as the cumulative power
for multi-hop path is less than the broadcast power, it is feasible to achieve power efficiency [4].
This method also achieves overall throughput efficiency and end-to-end response time. However,
since the nodes move freely, maintaining continuous path connectivity imposes additional
complexity. MANETs rely on all participating nodes to share the task of routing and forwarding
peer traffic. Thus, it is very necessary to develop a routing algorithm which can be efficient in
terms of power and bandwidth usage as well as it can improve the overall efficiency of the
network to provide quality of service (QoS) assurance for the required application. QoS in
MANET is defined as the collective effect of service performance with constraints on delay,
jitter, system buffer, network bandwidth, number of hops, power at each node, node mobility in
MANET, and packet loss. Also, the performance efficiency achieved with a small set of nodes
must be scalable for large set of nodes. Furthermore, in MANET, fast and unpredictable topology
changes due to nodes mobility, and channel capacity vary due to environmental effects. Thus, it is
more prone to errors compared with that of wired networks. These factors reduce the overall
network throughput than equivalent wired network. Thus, supporting media applications such as
“video streaming” over MANET is challenging.  As infrastructures need to be quickly deployable
in applications such as battlefield and homeland security theaters [5, 6, 7, 8, 9]. MANET
architectures are still attractive even if complexity to handle mobility is higher.

This paper is organized as follows. Section II described background research. Section III
describes the system model followed by simulation performance in section IV followed by
conclusion in Section V.

2. BACKGROUND

A routing protocol is needed to deliver packet from a source to destination based on distance and
power availability of the nodes in the network. It selects a path for each source and destination
pair based on the system constraints which are extracted from the application needs. There are
many routing algorithms have been developed by researchers [10, 11, 12 13 14 15, 16]. We had
discussed many routing protocols with their advantages and limitations in our previous paper and
these limitations prohibit them to be useful for deployment in a scalable MANET. Most of these
algorithms which have evolved over years for INTERNET are not suitable for scalable MANET
application. In our previous research [17] we developed a graph theory based intra-cluster routing
algorithm for dynamic networks which shows multi-hop route saves transmission power at each
intermediate node and increase the network lifetime and in this paper we extended the same
concept to inter-cluster routing algorithm with validation of modified M/D/1 queuing system with
original M/D/1 queuing system and we also simulated the processing power of each node. We
propose an efficient routing algorithm based on graph theoretic approach specifically for MANET
architecture that provides:

• Less delay in packet transmission.
• Power saving at each intermediate node.
• Pre-emptive action to provide better QoS.
• Better utilization of bandwidth.
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Here, we summarize the previous discussion which concludes the requirement of new routing
protocol. Reactive routing protocols [18-24] use flooding technique to find the new route if an
existing route breaks and thus it will direct to more packet loss in deciding the on-demand routing
algorithm. It uses much network overhead in finding the new route  and ad-hoc networks have
very limited resources therefore it’s not adequate idea to use more resources to find new route
even if there is no guarantee that new selected route will be more effective than previous one. In
comparison, proactive routing protocols [25-39] provide higher routing efficiency in scattered
traffic pattern and high mobility network. It maintains all the routes periodically thus it is very
feasible to change the route at any point. It avoids finding of new route on demand. This
technique does not use flooding technique and therefore it doesn’t add any extra overhead to
packet and saves available bandwidth usage accordingly. These existing routing algorithms are
either scalable or power and bandwidth efficient. In wireless communication, link quality is
proportional to the transmission power and therefore, for long distance communication we need
multi-hop connectivity to save power at each intermediate node. Many researchers provide their
multi-hop connectivity based on shortest path and minimum power. Most of researchers
considered only the power constraint in developing routing scheme but no one considered the
congestion at each node due to receiving packets from different nodes to forward to related
destination.

As per author’s knowledge, there is no research proposed to date, which is scalable, power and
bandwidth efficient to provide QoS assurance for multi-service application based on traffic
consideration at each node. In this paper, a novel idea of graph theoretic routing approach is
presented, which is efficient in terms of power dissipation, bandwidth usage, and QoS guarantee.
Presented idea is also scalable and it can works for large number of nodes to provide video
streaming in dynamic network as explained in Section III.

SYSTEM MODEL

The MANET Architecture for the proposed research is explained in our previous paper [17] and
is shown in fig.1 as below. The proposed scheme considers congestion at each node to develop
routing path from source to destination node and this newly developed routing algorithm will
reduces the scheduling time at each node by selecting the least congested node first in routing
path, consequently this reduces the overall delay and accomplish the targeted QoS for the
application. In addition, it is proactive routing and it saves bandwidth and power at each
intermediate node consequently to increase efficiency of the MANET. In this section we describe
the procedure to select a Cluster Head as well as how the inter-cluster and intra-cluster routing
algorithm differs from each other with the validation of M/D/1 queuing system.

Figure 1. MANET Architecture
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3.1. Cluster Head Selection Algorithm

There are numerous techniques available for selection and update of cluster head based on
clustering algorithm for ad hoc network. Clustering algorithm should be selected according to the
application associated with the ad hoc network. Ad hoc networks are mainly used in battlefield
and homeland security application and therefore, this kind of networks are mobile and they don’t
have any fixed base station. Nodes can come and join the existing cluster and leave it after
finishing the task.  These kind of available clustering algorithms are explained briefly as below.

• Lowest ID Clustering Algorithm
As we stated before, each node is assigned with a unique ID and it can be used to identify the
malicious and friendly nodes in the network [41, 42]. According to lowest ID clustering
algorithm, each node broadcast their own ID within the cluster and each node receives other
node’s ID as well as it has its own node ID and it compare all the IDs from available list and
select the node with minimum node ID (lowest ID) as a Cluster head for that cluster and other
nodes works as cluster members [43]. Here, it is assumed that each CH has high backbone
bandwidth and larger amount of power available with compare to other cluster members.

• The Highest Degree Clustering Algorithm
This algorithm has been developed in order to minimize the number of clusters and increase the
number of nodes in each cluster [44]. By adding more nodes in one cluster, it will increase the
degree of connectivity of each node.  Thus, the node which has higher degree will be selected as a
cluster head. In contrast, it will increase traffic at each node and it will delay the packet
transmission from source to destination. Higher degree of connectivity also increases the number
of collision which reduces the efficiency of the whole network and packet transmission.

• Weighted Clustering Algorithm
Weighted clustering algorithm consider an ideal degree of connectivity for each node and then it
compare other design factors like, available battery life, transmission power, mobility [45]. The
node which has higher amount of these factors available then it will select as a Cluster head for
the whole cluster and takes the responsibility to handle whole network and detect malicious nodes
for security concern. In this algorithm, nodes have to update their power and battery life with all
other nodes in the network and it will increase more traffic and waste the resources.

By comparing all the major available clustering algorithms, we have selected a lowest ID
clustering algorithm. Thus, after deploying cluster, node with lowest ID will be selected as a
Cluster head and other node will work as cluster members. In addition, all nodes and cluster head
will have the same node ID for the entire setup for a period of time and therefore, it is an easy
idea to manage the cluster. Whole network is separated in 4 clusters and their nodes are shown in
Fig.1.All nodes are placed randomly and each node has their own individual node ID. According
to lowest ID algorithm, node with lowest ID has been picked up to perform as a Cluster Head and
it is shown in different color than the cluster members in the Fig.1. Node 5 will work as a CH for
Cluster A, and in the same way node 3, 1, 4 will work as CH for Cluster B, C and D respectively.

3.2. Intra-Cluster Routing Algorithm

A network has multiple clusters and each cluster has a number of nodes. In a particular cluster,
some nodes which tend to communicate with the other nodes in the same cluster or in the
different cluster. In case, when a node wants to send packet to a node within the cluster then it
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will follow the intra-cluster connectivity. In this routing algorithm, each source node selects a
multi-hop path based on available degree at each node. This route discovery and route
maintenance is explained in detail in our previous research. This routing algorithm will select the
minimum cumulative degree path in order to provide very efficient route to destination. If the
congestion increases or the node moves out from the path, then source will use route maintenance
algorithm in order to setup new path and provide preemptive solution.
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Figure 2. Cluster Head Selection according to lowest ID algorithm

3.3. Inter-Cluster Routing Algorithm

A node in the cluster is not capable to communicate with other node in different cluster and
therefore, in this kind of communication cluster head performs a main role in forwarding the
incoming packet to destination node in the different cluster. Thus, when two nodes in the
different cluster communicate with each other via cluster head, then it is called inter-cluster
communication. Inter-Cluster communications occurs between a cluster head and another cluster
head. It can also have a direct connectivity or through multi-hop path connectivity between
cluster heads. Here we assumed that each cluster head has high backbone bandwidth and more
power with compared to other node members.

3.4. Determination of number of intermediate nodes

In the digital communication, power is consumed for processing and transmitting a packet. Ad
hoc networks are power and bandwidth limited networks and therefore, power saving is an
important issue in developing any routing algorithm for mobile ad hoc network. In our designed
routing scheme, we developed a multi-hop routing scheme to save power at each intermediate
node. To achieve this power saving within the individual cluster, a source node determines the
location of the destination node. In addition, a source node develops three power circles around it.
Based on the location of the destination in any of the power circles, source node determines the
number of required intermediate nodes for successful packet transmission. These intermediate
nodes can be selected using the minimum degree algorithm as described in our previous research
[17].
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4. SIMULATION RESULTS

4.1. Inter-Cluster Routing Algorithm

We developed an inter-cluster routing algorithm along with intra-cluster routing for Ad hoc
network. As we defined our graph theoretic routing algorithm for inter-cluster communication
and here we simulated the same algorithm using the matlab software. According to the algorithm,
if the source node and destination nodes are in the separate clusters then source node cannot
communicate with the destination node directly because of their power and bandwidth limitations
and therefore it has to find some other proper way. Source node will send a packet to the cluster
head of its own cluster and this cluster head will forward the received packet to the destination
cluster head and then it will be delivered to the destination node. Figure 3 demonstrates that the
node 35 is the source node and node 32 is the destination node. Therefore, in this case, node 35
will send packet to node 4 which is the cluster head and it will send packet to node 1 to deliver
packet at node 32. Blue dotted lines in the fig. shows that all the cluster heads are internally
connected and they have higher backbone bandwidth for deliver packet to listed destination.
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Figure 3. Inter cluster Communication

To perform simulation, we used MATLAB as a simulation tool and created MANET with
random distribution of nodes in the 200 x 200 meters area and set the random mobility for each
node. Figure 4 shows the random distribution of nodes in the whole network.
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Table 1. SIMULATION PARAMETERS

Parameter Values

Area 200*200 meters

Number of Nodes 50

Node Placement
Strategy

Random

Mobility Random

4.2. Intra-Cluster Routing Algorithm

Source and destination nodes are changing during each simulation. But here we showed one set of
simulation in which source node is 5 and destination node is 12 as shown in Fig. 5. Node 12 is in
the third circle from node 5 therefore, node 5 selects the intermediate node from middle circle.
During the initial conditions, node 5 sends its packets via node 18 because node 18 has less
degree than other nodes which are near to it. Node 5 selects node 18 as intermediate node and
send packet to it to forward it to node 12. Fig 6 shows the direct path with blue line as well as
multi-hop path via node 18 via black line. It will also shows that by using less degree node as
intermediate node, the algorithm will save time for scheduling and forwarding the incoming
packet to destination. It also shows that direct transmission require more amount of power than
multi-hop connectivity. Furthermore, Fig. 6 shows that the node 18 moves from its original place
and therefore the routing connection breaks, but our algorithm will select the next available path
before the existing path breaks. Thus, it selects node 8 as intermediate node which has less degree
and source node 5 will send packet to destination node 12 via this intermediate node 8.
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Figure 4. Random Placements of Nodes in MANET
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Figure 5. Node position at the time of MANET Initialization
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Figure 6. Node positions of all nodes after Movement for the same Source - Destination pair via different
intermediate node.

4.3. Determination of number of intermediate nodes

In the simulation, there are three circles developed with source node selected as a center of each
circle, as shown in Fig. 7 and source node will select the number of intermediate nodes based on
the location of destination node. If destination node and source node both are in the same circle,
then there is no need to select any other node to work as intermediate node as shown in Fig. 8. In
case, if destination node is in the second circle and source node is in the first circle, then source
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node will select an intermediate node from its own circle and then forward the packet to
destination node. This case has been shown in Fig. 9. In the last case, as indicated in fig. 10 if the
destination node is in the third circle, then source node will select two intermediate nodes from
first circle and second circle respectively. If the destination node is outside the third circle, then
according to our algorithm source node will select three intermediate nodes from each circle.
Thus the method of dividing the cluster into circles helps to determine the number of intermediate
nodes based on destination node’s location. According to the derived algorithm to select the
intermediate node, we can develop multi-hop route for the packet transmission.
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Figure 9. Destination node is in the second circle
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Figure 10. Destination node is in the Third Circle

4.4. M/D/1 queuing Validation

To validate our modified M/D/1 with original M/D/1 queuing system [49], we have developed a
simulation setup for 50 nodes with their random movement. Each node has degree 1. Here, in the
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original M/D/1 queuing system each node has buffer and therefore, incoming packets have higher
waiting time in queue before transmission, while we considered modified M/D/1 queuing system
for the MANET and node doesn’t have buffer in the ad hoc network. Thus, we didn’t consider a
buffer for arriving packets and therefore, a node will have less read/write cycles to forward
incoming packet and it can lead the node to save energy for future use and increase lifetime of the
network. Here we compared the power required for read/write cycle of the node with buffer and
node without buffer. According to Fig. 11, we can say that average power associated with
processing of packets at node with buffer is higher than the node without buffer. We also have to
consider the decay of power when the node is in idle state. A node loses small amount of power
in its idle state and it can affect the node’s lifetime and consequently network lifetime. This
power decay will remain same in both cases as described in Fig. 11 as well as there is more
research going on to save this power decay at each node. Furthermore, when packets arrive
simultaneously, there are more chances to be dropped and each node has little amount of variation
for the delays. In addition, mean delay for the whole network with modified M/D/1 queuing
system with 50 nodes is almost same as the original M/D/1 queuing system. As a validation point
of view, from Fig. 12, we observed 0 ms delay in original M/D/1 queuing system while we
observed some 0.0189 ms delay for our modified M/D/1 queuing system for sending packet to
next node. We can conclude that each node has their own packet to send and therefore they have
to schedule the incoming packet as well as own packet. From Fig. 13, we can observe that delay
increases with the degree of node and therefore, node with less degree will provide higher
throughput.
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Figure 13. Delay at Each node with Random Degrees

CONCLUSION

MANET is a dynamic network and therefore, it is a critical to route packet in this kind of
network. Here, we developed a graph theoretic routing algorithm for inter-cluster as well as intra-
cluster network. We designed all identical nodes except cluster head and thus we reduced
management overhead in order to provide highly efficient routing for the packets to deliver at
destination. By simplifying and using the minimum cumulative degree path as a preferred route to
destination, we can minimize the overall delay and increase the throughput as well as network life
by using multi-hop connectivity to save power at each intermediate node. In addition, our
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simulation results proves that the average processing power required at nodes with buffer is
higher as compared to node without buffer in ad hoc network. Also, this routing algorithm is
scalable and provides preemptive action which reduces the overall packet loss and able to provide
efficient packet transmission.
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