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ABSTRACT 

 
Evolution of software engineering practices consecrates a novel glide over on the progression of software 

from an elementary form to a more intricate and highly specialized one. As the current software-

development process faces conflicting demands and as the productivity remains quite unimpressive, there is 

a conspicuous need to search, cull down and adopt the best practices in the industry. Practices which have 

been indelibly commingled with its long history and practices, which define business requirements - 

requirements that act as a conduit between the user needs and capabilities of software technologies. This 

beckons for an optimized implementation of successive software practices suggested by perspective 

software models and delineate methods for scrutinizing associated risks. Thus, this paper focuses on 

software evolution, software engineering practices, the need for improving a software process and 

measures to do the same. 
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1. INTRODUCTION 

 
Software is easy to change and this characteristic of software makes it the target for 
organizations. Software developers find the need to change the software throughout its entire 
development as well as after its delivery to the customer. These changes are based on changing or 
evolving requirements. It is hard to assess the impact of the change without actually 
implementing the change. Out of the percentage of damage done on the software, most is due to 
the frequent changes done to the software. Further, software development and its environment is 
itself changing at a very rapid rate that it becomes difficult to train and re – train the software 
engineers and invest so much of money in training. 
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The software-development industry has become an increasingly important business sector that 
also bears a notable impact on the remainder of the economy [87-90]. It  had tried to follow the 
same path as other engineering disciplines but it had backed the wrong horse, resulting into its 
failure, as all engineering disciplines are some way or the other different from each other. 
 
Around 50 years back, scientists performed most of the programming from solving small 
mathematical problems to making small snippets of codes. “Today, software is working both 
explicitly and behind the scenes in virtually all aspects of our lives, including the critical systems 
that affect our health and well-being [11, 79].” It is very spectacular to see the rapid progression 
of the software systems from a relatively small and less complex system to a huge, monstrous, 
and complex system. Fred Brooks said that: 

 
Software systems are perhaps the most intricate and complex . . . of the things humanity makes 

[11, 80]. 
 
Rapid growth of the sector, increasing economic importance connected with the special 
characteristics of software itself and the dynamics of the software industry make software’s 
technological, process, and business aspects an interesting and challenging area to study [87, 90, 
91].Despite the rapid progression of the software system, the software industry is considered to be 
in crisis. This is named as “software crisis”, a term coined in 1968 at a conference attended 
mostly by theorists rather than practitioners describes the inability of the software people to 
deliver quality assured software on schedule to the customers. It meant that the practice of 
software was in real crisis --- that is the projects where behind schedule, overly budgeted, and 
unreliable. This is also evident from various head-wringing articles about software projects and 
their failures. According to Gibbs, “the average software development project overshoots its 
schedule by half; larger projects generally do worse. And, some three quarters of all large systems 
are “operating failures that either do not function as intended or are not used at all [11, 81].” 
However, according to Glass, software crisis marked the beginning of the Golden Age of 
Computing Practice, which persists today. Nevertheless, the notion of software crisis reached a 
fever pitch of intensity in the 1980s and 1990s [82].  
 
The world market for computer-based applications is worth hundreds of billions USD and affects 
almost all people’s life directly or indirectly [1]. The software to be developed is expensive and is 
a major cost factor in corporate information systems budgets. The magnitude of software 
investments, estimated at more than $200 billion annually [2, 3], force management to carefully 
consider the costs and benefits before committing the required resources to any potential software 
development project. Naturally, the accuracy of software project estimates has a direct and 
significant impact on the quality of the firm's software investment decisions [3]. In addition, 
software project failures can sometimes be catastrophic. Therefore, it is necessary to have 
qualified software professionals in the software-development area. The frailty of software 
developers to deliver coherent and efficient software gave emergence to the conspicuous need of 
ameliorating the software through evolution of software engineering practices and processes and 
adoption of the best software engineering practices in the industry. In addition, software- 
development is a not simple task [4] especially for large projects where big teams, often 
geographically distributed, are involved in [5]. 
 
In 2002, according to Voas, 40 percent of a typical corporation’s IT portfolio will be Commercial 
Of-the-Shelf Components (COTS) software [92]. 
 
In Section 1, we have discussed about the literature of software engineering and the challenges 
faced by it. Then, we move to Section 2 where we discuss about software process evolution and 
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its various stages. In Section 3, we illustrate software engineering practices and the type of 
practices. Next in Section 4, we discuss about software processes. In Section 5, we throw some 
light on points necessary to improve the software process as a whole. 
 

1.1. Software Engineering 

  
Software Engineering is one of the most critical areas of Computer Science at academics and 
industrial levels. The term software engineering first appeared in the late 1960's to describe ways 
to develop, manage, and maintain software so that the resulting products are reliable, correct, 
efficient, and flexible [6]. 
 
1.1.1. Literature 

 
Software engineering is arguably less than four decades old. Practitioners have been developing 
software for longer than that, of course. Land traces that history back to the early 1950s but in 
academe, software engineering is a somewhat newer field [35,36]. Its first conferences were held 
in the late 1960s, and its academic presence did not begin to separate off from computer science 
until the early 1980s [35]. 
 
Over the years, software engineering (SE) research has been criticized from several different 
points of view -  that it is immature [29,35], that it lacks important elements such as evaluation 
[30,31,35] that is unscientific in its approaches [32,35]. There have even been attacked on the 
very foundations of SE research – that it advocates more than it evaluates [33, 35]; that it is, in 
fact, an endeavor in crisis [34, 35]. Most of these criticisms and attacks have been supported by 
appropriate research. For example, claims of immaturity are accompanied by a deep analysis of 
the progress made by more mature research fields; claims of failure to evaluate are accompanied 
by analysis of the relevant literature to see if software engineering papers include an evaluative 
component; and claims of advocacy are accompanied by at least quotations from papers that do 
precisely that [35].  
 
In 1967, "the phrase software engineering” was chosen as being provocative [7]. Chaired by Fritz 
Bauer, the NATO science committee organized the first software engineering conference in 1968 
at Garmisch, Germany [8]. Twenty-three years later, Mary Shaw of Carnegie Mellon University 
(CMU), having served as the Chief Scientist of Software Engineering Institute at CMU for 
several years (84-87), published a research paper Prospect for an Engineering Discipline of 
Software. The article was nominated as one of the most influential papers in 25 years since 
Software magazine's inception. In it, she wrote, “software engineering is not yet a true 
engineering discipline, but it has the potential to become one. Older engineering fields suggest the 
character software engineering might have [9, 35]." She predicts that the maturity of SE will 
depend on a number of things, including evolving ‘professional specializations’ and ‘improving 
the coupling between science and commercial practice [35].’ Mary Shaw in her paper, “The 
coming age of software architecture research,” provides a summary of the software engineering 
research state, which she calls a ‘challenge to the whole software engineering [29,35].’  
 
Software engineering does not yet have a widely recognized and widely appreciated set of 

research paradigms in the way that other parts of computer science do. That is, we don’t 

recognize what our research strategies are and how they establish their results [35]. 

 
Barry Boehm in his keynote address,  "A View of 20th and 21st Century Software Engineering” 
gave his definition of software engineering as, "the application of science and mathematics by 

which the properties of software are made useful to people."In this definition, he added, science 
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should be regarded as computer science, as well as other sciences including behavioral sciences, 
economics, and management sciences [10]. Various people also defined software engineering in 
other ways. Manfred Broy defines engineering as a discipline and a profession with applying 
scientific knowledge and utilizing natural laws and physical resources for designing and 
implementing materials, structures, machines, devices, systems and processes that fulfil a desired 
objective and meet specified criteria. Then, he specifies the software engineering with: “Applying 

scientific knowledge and utilizing the laws of informatics and application domains and 

computational and human resources in order to design and implement 

structures, machines, devices, systems, and processes that realize an objective and meet specified 

criteria [6].”  Broy categorizes the science of software engineering into three aspects: (i) 
Mathematics, including Logic and Discrete Mathematics, (ii) Software engineering principles, 
process, quality, economy, and tooling and (iii) Software infrastructure, and hardware. 
 
Software engineering achieved popularity during 70s. As a discipline, software engineering has 
progressed very far in a short period, particularly when compared to a classical engineering field 
(like civil or electrical engineering). Software engineering is concerned with all aspects of 
software production from the early stages of system specification to maintain the system after it 
has gone into use [11]. Today’s software engineering differs significantly from the classical forms 
of engineering in terms of process management, software tooling, and design activities for 
software development. Nowadays, medical sciences also use software engineering, for example, 
in dialysis of the human body. 
 
In 2007 it was felt that the models available today have limited the present growth scenario of 
software engineering. Hence, a need to transform the software engineering model had been felt. 
This transformation was necessary to increase the efficiency of the processes in consideration [93, 
96]. 

1.1.2. Principles 

• Abstraction 

• Modularity 

• Iterative Enhancement 

• Consistency 

• Generality 
 

1.1.3. Objectives 

 

Four main objectives of software engineering are: 

• Changeability  

• Efficiency 

• Comprehensibility 

• Reliability   
 

 

 

 

1.2. Milestones Around Software Engineering’s Neck  

 
Over the years, the term software engineering has been attributed with a number of definitions. A 
common one that is used to characterize the discipline is a methodical, engineering approach to 
the design and development of software production, throughout its whole life cycle [83]. But this 
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discipline has been faced with a number of challenges over the years, including those related to 
requirements and schedule. Three fundamental challenges are: 
 

• Requirement Changes 

Unfortunately, requirement changes originate from various sources. Requirement analysts are not 
able to understand the product domain for implementing in the early product life cycle, as 
sometimes the customers are unable to express their share of requirements. This happens because 
often they themselves do not know what they require until they see some prototype or 
representation of what they intend. Secondly, the product domain may also change, new 
technologies maybe available in the market or the competitors may have already developed the 
same product with new features. All these points beckon for changing the product’s software, 
thus, challenging software engineering. 

• Optimism of the crew  

The software engineers are responsible for estimating how long it will take to develop a product. 
No matter how many times the software-development crew has failed to deliver the product on 
the committed schedule, they never lose their optimism about delivering the product on schedule 
the next time. Consequently, they end up committing to a date, which is not feasible. 

• Pressure on the crew 

Often the crew is pressurized to make faster delivery. Hence, they end up in making aggressive 
commitments which results in their inability to deliver the product on time, thus retarding their 
reputation and growth.  
 

2. SOFTWARE PROCESS EVOLUTION 

 
Software process evolution is a term used in software engineering to develop software and then 
iteratively add new methods and update the existing ones to improve software engineering 
processes. For software to evolve, hundreds of developers perform more than one million changes 
over more than 6 years. The society increasingly relies on software but the software is unreliable 
and of low quality. It is regarded as a classical engineering product but is more complex than any 
other human artifact [15]. Thus, it is necessary to constantly update and improve our software that 
is software need to be evolved. In general, software evolves due to various reasons, such as 
changing requirements, new features, bug fixing or non-functional issues. During these 
engagements the architecture should remain evolvable, as this is the only way to avoid the system 
turning into a legacy system [53, 54], which is often called architectural drift or decay. In general, 
evolution is “the assimilation of changes through generations of organisms that results in the 

origin of new species.” Systems that do not change are considered as dead processes. The 
evolution of software systems is usually thought of in terms of the kinds of changes that are 
made. While the overall motivation of evolution is adaptation, software changes usually 
partitioned into three general classes: corrections, improvements, and enhancements. Corrections 
tend to be fixes of coding errors, but may also range over design, architecture and requirements 
errors. Improvements tend to be things like increases in performance, usability, maintainability, 
and so forth. Enhancements are new features or functions that are generally visible to the users of 
the system [17]. Software engineering approaches often concentrate on initial software 
development and not on the continual evolution of the software and its environment. Software is 
continually changing and evolving, not only because of the discovery of latent errors, but 
primarily because of changes in the operating environment, in the needs of the end users, and in 
the underlying technology. The software must be designed to be changeable without 
compromising the confidence in the properties that were initially verified [16]. 
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The term software evolution stems from a series of works, commonly referred to today as 

Lehman's laws, that were first proposed by Dr. Meir Lehman in his work Programs, Life Cycles, 

and Laws of Software Evolution (1980) [17].  Lehman’s “Laws of Software Evolution,” say that 

continuing change, increasing complexity and increasing size are the characteristics of software 

[18].  

 

 

 

 

 

 

 

 

 
 

 
 

                                         

 

Figure 2. Software Evolution [18] 

The figure above shows that as the software evolves its size also increases, which is according to 
Lehman’s Laws of Software Evolution. That is when the software is in its initial stage 
(represented by blue bar) it is small, but as it evolves its size increases (represented by maroon 
block). 
 
The most well-documented early attempt to study software evolution in a systematic way was 
conducted by Belady and Lehman beginning in the late 1960s [48, 49]. Their early collaboration 
continued to expand over the next decade [48-51], and resulted in a set of laws of software 
evolution [48]. In that seminal paper, Belady and Lehman outlined three laws of software 
evolution: (i) the law of continuous change, (ii) the law of increasing entropy, and (iii) the law of 
statistically smooth growth. In a later paper, Lehman revised the initial three laws and renamed 
them: (i) the law of continuing change, (ii) the law of increasing complexity (formerly the law of 
increasing entropy), and (iii) the law of self regulation (formerly the law of statistically smooth 
growth). In addition, he added two new laws, the law of conservation of organizational stability 
(also known as invariant work rate) and the law of conservation of familiarity [52]. These two 
additions describe limitations on software system growth. 
 

From here 

To here 
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Lehman and Belady’s research found that once a module grew beyond a particular size such 
growth was accompanied by a growth in complexity and an increase in the probability of errors 
[51], which is also depicted in figure. 2. By the late 1990s, three additional laws of software 
evolution had been proposed: the law of continuing growth, the law of declining quality, and the 
feedback system [18, 49]. 
In 2000, Lehman in his paper, “Towards a Theory of Software Evolution- And its Practical 
Impact,” said that evolution is generally supported by black box and white box studies of the 
FEAST projects. 
 

2.1. How is software evolved? 

 
A new approach to software evolution deals with the evolution of both: software processes and 
their models. These two types of evolution are complementary. The first one allows acting 
directly on the process during its execution. By appropriate update operations, it gives to the user 
the possibility to perfect his software process through simulation and to define new software 
processes dynamically. The second one allows evolving software process models to satisfy new 
software engineering requirements (new software component types, new tool types, new agent 
types, etc.) [19].  
 

2.2. Stages of Software Evolution 

 
Clusters of related software practices form evolutionary stages marked A to G. 
 
2.2.1. Stage A – Review and Tracking 

 
At this stage of software process evolution, the code and design are reviewed, and test trouble 
reports are tracked. Further, it controls the changes made to the code, design, and software 
requirements through configuration management, which is a newly added practice. 
 

2.2.2 Stage B –Standardization of Processes 

 

It aims at the standardization of the software-development process to ensure that the software 
organization uses a standardized and documented process. Consequently, before making any 
contractual commitments, the project managers’ plan, organize and review the implemented 

procedures. One new practice of tracking software requirements and design is added. Another 
practice enables regular technical interchanges with the customer. 
 

2.2.3. Stage C – Management of Reviews 

Implementation of a higher level of review and change control mechanism is done in this stage. 
Review data are analyzed; action items are tracked to closure; code review standards are applied; 
configuration control is used for each project, and a formal software size estimation procedure is 
used [16]. Various computer tools are used for tracking and reporting the status of the software as 
a part of a new practice. 
 
2.2.4. Stage D – Melioration of a Software Process 

 
This stage represents the end-point of the middle evolution stages. Improvement of software- 
development processes is done in order to remove the inadequacies of prior implementation of the 
process and by checking its compliance with standard processes. This is done by adding new 
layers to the prior process without changing it. 
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2.2.5. Stage E – Test Coverage 

 
This stage onwards, advanced engineering and management practices are gradually introduced. 
Test coverage for each phase of functional testing is done; measurement and coding of design for 
reuse and maintenance of data on planned and actual software units are also introduced. 
2.2.6. Stage F – Scrutinize  

 
Scrutinizing involves regression testing of the system. Regression testing is the testing in which 
new errors or regressions are uncovered in the existing functionalities after changes have been 
made to a system. An error database called metrics is maintained in order to keep track of the 
errors, their point of origin and to provide remedies. 

 
2.2.7. Stage G – Modern and Sophisticated Practices 

 
Establishment of a process measurement database and collection of data for projects is done. At 
this stage, a new practice of auditing the software process for each project is introduced. The 
second practice introduced is related to training programs aimed at preparing the organization. 
 
Thus, the software process’s evolution scale described here reflects the way software 
development and management practices are introduced in the industry, and how their use evolves 
“naturally” [20]. 
 
In a nutshell, the software evolution begins at Stage A, the lowest level, where the practice of 
reviewing code is considered. Simultaneously, code review standards are introduced after which 
test coverage is recorded to ensure universal application of the code reviews. Next code review 
efficiency for each project is analyzed to determine the remaining error distribution [20]. Finally, 
the formal training of code review leaders takes place. 
 

2.3. Iterations in a Software Process 

After a process is introduced, it is refined, standardized, implemented, managed, improved, 
scrutinized and then the users are provided with training. The software process’s evolution scale 
defines a way for the natural evolvement of the process. It appears that in general, evolution is 
reactive: it occurs to correct the inadequacies of prior implementation of a software engineering 
practice by adding new layers of practice to support the original process rather than abandoning 
the process as a whole. That is the software must be designed to be changeable without 
compromising the confidence in the properties that were initially verified. This repetitive or 
iterative process of adding layers to support the preceding process is known as Kaizan [20]. 
 

 

3. PRACTICES 

 
Basic practices play a key role in the development processes aiding in viewing the external 
perspective of an object, which serves as a documentation for the users. 
 
A broad array of concepts, principles, methods, and tools that must be considered as software is 
planned and developed is known as practice. It represents the details and technical considerations 
- that underlie the software process - the things, which are needed to actually build high-quality 
computer software. 
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Practices differ as one moves from one environment to the next, and they also change as a 
situation evolves. 
 

3.1. Software Engineering Practice 

 
We can say that a software engineering practice consists of a collection of concepts, principles, 
methods, and tools that a software engineer calls upon on a daily basis, which transforms a 
haphazard unfocused approach into something that is more organized, more effective, and more 

likely to achieve success. 
 
3.2. Software Development Practice 

 
Development is the process of transforming one’s ideas into products. Engineers adopt a 
systematic and organized approach to their work. As one learns software engineering, one should 
be exposed to many specific practices (or techniques) for developing software. By software 
development practice we refer to a requirement employed to prescribe a disciplined, uniform 
approach to the software development process [11, 86], in other words, a well-defined activity 
that contributes toward the satisfaction of the project goals; generally the output of one practice 
becomes the input of another practice [11]. 
 

3.3 Best Practice 

 
Best practice is a benchmark method or technique of proven procedures that represents the most 
efficient or prudent course of action that has shown surpassing results juxtaposed to those 
achieved by other means and therefore can be adapted for some other situation to yield 
outstanding results. 
 
A best practice is: 
 
“a process, technique, or innovative use of technology, equipment or resources that have a 

proven record of success in providing significant improvement in cost, schedule, quality, 

performance, safety, environment, or other measurable factors, which impact an organization 

[12].”  

 

Or it may be defined according to Williams as: 
 
“a software development practice that, through experience and research, has proven to reliably 

lead to a desired result and is considered to be prudent and advisable to do in a variety of 

contexts [11].” 

 

Over time, we accumulate information on whether new practices are good or not. This 
information might be just stories of people succeeding with the practice, generally called 
anecdotal or qualitative evidence. Ideally, someone has done a controlled experiment that shows 
that a new practice is better than some other practice [11]. 
 

3.4. Types of practices 

 
The practices need to be tailored and chosen according to the company’s need as well as 
according to individual needs. These may be classified as – Rudimental, Substrata, Piecemeal 

practices. 
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 3.4.1. Rudimental/Radical Practices 
 
They are the training wheels you need to get started and when you take them off, it is evident that 
you know how to ride. However, remember, that you take them off does not mean you forget how 
to ride. This is an important difference, which all too often is forgotten in the software. “Yeah we 
used to write functional specification but we don’t do that anymore,” means you forget to ride, 
not that you did not need that step anymore [22]. These practices are desiderata, analysis, and 
feasibility which can be described as follows:  
 

• Desiderata 

It is considered necessary and highly desirable in a software development process. This is the 
requirements phase where the software, hardware, and functional specifications are delineated 
according to the user needs. Further, the project purpose and scope is also defined. The failure of 
many software projects can be directly linked to the lack of complete requirement specifications 
[21]. 
 
Boehm addressed the attributes of a good software requirements specification. They included the 
following: complete, clear, correct, understandable, consistent, concise, and feasible [22]. 
 

• Analysis 

 
The technique of breaking down a complex topic into smaller parts to gain a better insight into the 
subject is known as analysis. Analysis of previous works and projects is done and what modules 
need to be included is discussed upon. Vitharana and Zahedi (1997) recognized the importance of 
software requirement analysis in building quality software systems [23]. 
 
Just as there are software tools available to assist in the basic building of software code, there are 
tools that monitor how software is behaving as it runs. These software analysis tools offer 
visibility into the execution history of an application [85] and allow achieving a higher quality 
and performance.  
 
Four basic types of analysis tools are: 
 
Code Coverage tool: It measures the amount of the software that has been executed that is the 
amount of blocks/lines of the code that has been executed. It also generates summary report at the 
end. 
 
Instruction Trace tool: It is utilized to determine the distribution of instructions and to create a 
record of exactly what happens as the code is executed. 
 
Memory Analysis tool: It analyzes the allocation and de-allocation of memory locations and 
identifies possible errors. 
Performance Analysis tool: It identifies performance bottlenecks of the application and allows 
for fine-tuning for achieving higher performance.  
 
In future analyses will be model-driven, namely centred on abstract models of behaviour; 

modular and incremental, to enable analysis of components, and of systems before completion; 
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and focussed and partial, rather than uniform, paying closer attention to properties that matter 

most and to the parts of the software that affect those properties [84]. 

 

• Feasibility 

A feasibility study is an important phase in the development of business-related services. The 
need for evaluation is great, especially in large high-risk information service development 
projects. A feasibility study focuses on the study of the challenges, technical problems and 
solution models of information service realization, analyses the potential solutions to the 
problems against the requirements, evaluates their ability to meet the goals and describe and 
rationalizes the recommended solution [25].  
 
Feasibility literally means whether some idea will work or not. It knows beforehand whether there 
exists a sizeable market for the proposed product/service, what would be the investment 
requirements and where to get the funding from, whether and wherefrom the necessary technical 
know-how to convert the idea into a tangible product may be available, and so on. In other words, 
feasibility study involves an examination of the operations, financial, HR and marketing aspects 
of a business before the venture comes into existence [24].  
 
Types of feasibility are: 
 
Technical Feasibility: The term technical feasibility establishes that the product or service can 
run in the desired way. Technical feasibility means “achievable.” This has to be proved without 
building the system. The proof is defining a comprehensive number of technical options that are 
possible within known and demanded resources and requirements. These options should cover all 
technical sub-areas [25]. 
 
Economic Feasibility : This study  evaluates  the  cost  of  the software  development  against  
the  cost benefits  from  the developed  system that is there  must  be  scope for  profit  after  the  
successful completion  of  the  project. 
 
Operational Feasibility: Operational  feasibility  study  tests  the  working  scope  of  the  
software to  be  developed. Higher the operational feasibility, higher is the usability of the system. 
Legal Feasibility:  It states that the software developed should not violate any privacy act and is 
within the bounds of the laws and legislations. 
 
 

 

3.4.2. Substrata Practices 

 

Substrata practices are the foundational practices for software development process. The 
foundational practices are the rock in the soil that protects your efforts against harshness of the 
nature, be it a redesign of your architecture or enhancements to sustain unforeseen growth. They 
need to be put down thoughtfully and will make the difference in the long haul [26]. These 
practices are cyanotype, prototyping, and coding which can be described as follows: 

• Cyanotype and prototyping 

 
We see more and more companies coming to the realization that modernizing how they do 
requirements is essential to improve their project’s predictability and success rates. The English 
scientist and astronomer Sir John Herschel discovered the cyanotype procedure in 1842. This 
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process was one of the first non-silver technologies used to create photographic images. 
Originated in the 1840's, it was adopted as a copying technique, which became to be known by 
the term "blueprint,” with its blue background reproductions of large engineering, architectural 
and mechanical drawings. 
 
In, Britain the cyanotype has suffered an almost total aesthetic boycott by photographic artists, 
connoisseurs, and curators until the last decade or two. In contrast, one can point out to huge 
archives of cyanotypes where the utility of the process was the paramount consideration. The 
commercial success of the cyanotype process was owed, not to its pictorial use, but its 
reprographic applications. These have endowed our language with a new word: ‘blueprint’, a 
word that has now taken on an expanded and more abstract meaning. The era of the blueprint as a 
copying process was heralded by the manufacture of the cheap, sensitized paper in huge 
quantities. By the turn of the century, its use for copying engineering and architectural plans had 
become universal in drawing offices [27]. 
 
A prototype can be defined as a rudimentary sample, model, exemplar or archetype built to test so 
that the design can be changed if necessary before the product is manufactured commercially  or 
can be said to be a concept or process or to act as a thing to be replicated or learned from.   
 

• Coding 
 

The coding phase comes under the “most important” category of phases. A code to be effective 
should consist of the 3 C’s, which are clear, consistent, and comprehensible.  
 
Clear: Clear means that the code should be plain and readily apparent to the mind. 
Consistent: Being consistent means that the code should be in agreement with itself or with 
something else and should possess harmony among its parts. 
Comprehensible: A code is comprehensible when it is capable of being understood or 
interpreted.  
In addition to all this, a code should be lucid and precise. Therefore, a code should be written with 
utmost care and concern.  
 
3.4.3. Piecemeal Practices 

 
These practices are the more specialized ones, which provide specific advantages in special 
conditions. These are the right angle drills – when you need it, there’s nothing else that can get 
between narrow studs and drill a hole perfectly square. At the same time, if there was just one 
drill you were going to buy, it may not be your first choice [26]. These practices are testing 
coverage, desegregation, review and scrutiny, tutelage and support which can be described as 
follows: 
 

• Testing Coverage 

 
The whole program is covered with test cases which are then evaluated based on some fixed 
criteria which are specified in the requirements. Thus, test cases are used to measure the 
compliance of the outcome with the desired specifications. Test coverage is of two types: First, 
done by the professionals who know everything from soup to nuts about the software, and second, 
done by third persons who do not know about the validity of the functions and code of the 
software.  
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• Desegregation 

 
To develop a system various components or parts are manufactured. For the working of the 
system, these parts need to be integrated so that the system functions coherently. Thus, 
desegregation is a process of integrating previously segregated parts or components of the system 
by forming links between them, so that they may function harmoniously and act as an interrelated 
whole. 
 

• Review and Scrutiny  

 

Review and Scrutiny are to ensure that the product to be delivered is free from defects and errors. 
This examination done before the final release of the product is known as to review and scrutinize 
the end product. The removal of errors is necessary so that they do not become defects on 
delivery to the customers. Once an error becomes a defect, it is known as a software-
manufacturing defect. When these manufacturing defects are to be removed, the total cost is 
incurred on the company manufacturing the software. Therefore, it is necessary to review and 
scrutinize the software before its delivery to the customers so that no further costs are incurred in 
travel and transportation and in defect removal of the software. 
 
The Review Process: The value of software review as a mechanism for software quality 
improvement has been demonstrated repeatedly for over twenty years. Beginning with the 
landmark work of Michael Fagan at IBM in 1976 structured review mechanisms such as 
inspection have been shown repeatedly to be an extremely effective means to find work product 
defects early in the software development process [72]. 
 
As the benefits of such a structured review process became more visible, researchers and 
practitioners began to devise variations on Fagan’s original method. For example, Tom Gilb 
developed a comprehensive inspection method with precisely defined phases, metrics, and 
suggested process rates for optimum defect removal effectiveness [72, 73]. 
 
A review might be either an inspection or a walk-through, without regard to the distinctions made 
in the software engineering literature. Nearly everyone agrees that reviews work, and nearly 
everyone uses them, but the way reviews are conducted differ greatly. Most agree that software 
projects can be routinely completed within time and budget constraints that only a few years ago 
could be managed only by luck and sweat. Reviews were instituted first for code, and then 
extended to design. Extensions to requirements and test-case design are not universal, and some 
feel that the technique may have been pushed beyond its usefulness. Managers would like to 
extend the review process, while the technical people are more inclined to limit it to the best 
understood phases of development. Two aspects of reviews must be separated: managerial control 
and technical utility. Managers must be concerned with both aspects, but technical success cannot 
be assured by insisting that certain forms be completed [6]. 
 

• Tutelage and Support 

 
Tutelage is a fundamentally collaborative process, enabling a learner to acquire new concepts and 
skills from examples or from more experienced people [28]. For example: just as a parachute- 
glider benefits from the tutelage and support of more experienced parachute- gliders or by some  
learning examples, similarly end- users can learn the product by the help or tutelage and support 
provided along with the product and can get assistance as and when required. 
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3.5. Rasch Analysis 

 
examination of initial data for the possibility of a single latent variable along which software 
development practices can be calibrated and software development organizations can be 
measured. When we conceptualize mapping both software practices and organizations on the 
same continuum, it becomes immediately apparent which software engineering practice one 
would expect to be used and which would be not expected to be used by an organization at any 
particular point of evolution [20]. It is important for an organization to know which 
software engineering practices should be used and which should not be used at a particular point 
of evolution. Rasch analysis includes the.  
 
3.5.1. Rasch Analysis Model 

 
The Rasch Model specifies within stochastic certainty that the probability of any particular 
organization using a software engineering practice is a simple function of the sophistication of the 
organization and the developmental level of the software engineering practice. Specifically, a 
highly developed organization would have a high probability of using simple software 
engineering practices [20]. This can be explained with the help of the example: 
Figure 3. shows three hypothetical organizations, one primitive and one advanced organization. 
Conceptually, the primitive organization would be expected to be using software practice p1 and 
not using practices p2 and p3. Similarly, the advanced organization would be expected to have 
implemented practices p1 and p2 but not yet p3 [20]. Thus, practices can be calibrated from early 
to late and the organization should be able to locate its position along the continuum such that it 
determines which practices are expected to have been implemented and which practices are not 
expected to have been implemented. 

 
 

Software Engineering Practices (P) 

Figure 2. A hypothetical example of organizations and software engineering practices [20] 

The Rasch Model (Wright and Stone, 1979) tests whether this conceptualization describes in a 
probabilistic sense the actual simultaneous positioning of both organizations and software 
engineering practices. The expected probability of an organization using a practice is given by 
Eq. (1). 
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Where pi is the ith software engineering practice; oj the jth organization; Xij the response of 
organization i to practice j; 1 represents used; and 0 represents not used [20]. 
 
Thus we can conclude from the model that a primitive organization is expected to use simple 
practices but not advanced ones while, an advanced organization is expected to use simple as well 
as advanced practices. 
 

4. SOFTWARE PROCESS  

 
As software is permeating and the quality problem also increasing exponentially, it is necessary to 
address the problem to ensure that the software-development process is completed within the 
defined time, is cost-controlled, and excels in quality. 
 
A process is defined as, “a sequence of steps performed for a given purpose” according to IEEE 
and is defined as, “the organization of: people, automated support, procedures, and standards 

into work activities designed to produce a specific end result,” according to Software Engineering 
Institute (SEI ) [38].  Process, in a general sense, is composed of three interrelated and interacting 
ingredients: methods, technologies, and organizations. Methods embody the wisdom of theory 
and experiences; technologies provide automation of various parts of the process and 
organizations bound, support or hinder effective processes [13].  
 
After having a look into the terms: software and process, we can now say that a software process 
deals with the methods and technologies used to assess, support, and improve software-
development activities [14]. It may be defined as a “framework consisting of a set of minimally 

defined activities or steps aimed at the development of a software” or “ the set of activities, 

methods and transformations that people use to develop and maintain software and the 

associated products, for example: product plans, design documents, codes, test cases and user 

manuals,” according to SEI [38]. The process adopted depends on the software to be built. One 
process might be appropriate for creating software for an automobile, while an entirely different 
process would be required for the creation of a gaming platform. 
 
Process concepts are being applied to software with -increasing success [40-42] but the rate of 
application of these concepts is limited both by the relatively primitive state of knowledge in this 
new field and by the lack of a common and precise basis for technical communication [40]. 
In 2004, Carod, Martin and Aranda said that the present software standards or models are process 
centric [97]. Process centric means that the process sits at the centre and is the core of 
organizations, people, technology and management. This is depicted in figure 1: 
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Figure 3. Central role of Process 

The field has grown up during the 80s to address the increasing complexity and criticality of 
software-development activities [14]. It can be viewed in much the same way as software. It has 
many of the same artifacts and requires quite similar disciplines and methods [39, 40]. 
 
Modern software generation is not entirely depended up on process. Even if unbelievable 
improvements are brought into process, there will be only marginal differences in the form, fit 
and function of product and the quality of product because today’s process based production 
cannot account the resources and skills aptly [93]. In reality, these days the process itself is 
getting integrated with software generation intelligence, which is currently, getting transferred to 
machines [95] which has remained unnoticed [93]. 
 
According to Zhong, Madhavji and El Emam (2000), to resolve many issues of the current 
software industry, there is a need to shift the process centric software generation approach to 
process and resource centric software generation approach. 
 
Software processes must be evaluated. What constitutes a good process and how can one tell if a 
particular process fits a specific user need? The first basic requirement is that the properties of a 
specific process should fit the needs of the project using them [40]. Software process assessments 
have been widely used for several years and now an increasing number of organizations are 
conducting such assessments as a business. The software process assessment models are based on 
the software maturity. Software process maturity implies “the productivity and quality resulting 
from an organization’s software process can be improved over time through consistent gains in 
the discipline by using the software process [38].” Capability Maturity Model (CMM), Capability 
Maturity Model Integration (CMMI), People Capability Maturity Model (P-CMM) are some 
software process assessment models which are discussed as follows: 
 
Capability Maturity Model (CMM): The Software Engineering Institute developed the 
Capability Maturity Model for Software. This model describes the principles and practices 
underlying software process maturity and is intended to help software organizations improve the 
maturity of their software processes in terms of an evolutionary path from ad hoc, chaotic 
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processes to mature, disciplined software processes [43-45]. The CMM is organized into five 
maturity levels. A maturity level is a well-defined evolutionary plateau toward achieving a mature 
software process. Each maturity level provides a layer in the foundation for continuous process 
improvement [45]. 
 
Capability Maturity Model Integration (CMMI): The purpose of CMM Integration is to 
provide guidance for improving your organization’s processes and your ability to manage the 
development, acquisition, and maintenance of products or services. There are multiple CMMI 
models available, as generated from the CMMI Framework. Consequently, one needs to be 
prepared to decide which CMMI model best fits one’s organization’s process-improvement needs 
[46]. 
 
In 2007, it was realized that the present CMMI Model for the software industry is mainly capable 
of handling Process Management, but the problem persists in their fusion with the models of 
other aspects [93]. Therefore, an exhaustive rework on the available model is required to make it 
comply with the other individual models [93, 96, 98-100]. 
 
People Capability Maturity Model (P-CMM): This model is a tool to help address the critical 
issues in the organization. The People CMM helps organizations characterize the maturity of their 
workforce practices, establish a program of continuous workforce development, set priorities for 
improvement actions, integrate workforce development with process improvement, and establish 
a culture of excellence [47]. 
4.1 Software Development Process 

 
It may be defined as, “A software development process is the process by which user needs are 

translated into a software product. The process involves translating user needs into software 

requirements, transforming the software requirements into design, implementing the design in 

code, testing the code, and sometimes installing and checking out the software for operational use 

[11,86].” 

 

 

 

4.2. Software Process Management 

 
Software Process management involves the “planning, monitoring, and control of the process, 

and events that occur as software evolves from a rudimentary concept to an operational 

implementation.” Its objective is institutionalizing the activities of software-development with 
process method to solve the basic problem [37].  
 
There are various problems associated with software process management. Problems like, ad-hoc 
style of management and technique; non-establishment of a formal process management system 
[37]; lack of methodology, technology and tools. To address these problems a solution needs to 
be provided, which includes pervading the software process principle, theory and concept; 
availability of advanced tools and practices; and to work towards the process improvement. The 
solution provided must inculcate some features into it. 
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• Measurement dependent 

 
Measurement is one of the important components of software processes. It can be used to identify 
the challenges faced during the development process and provide a remedy for the same; evaluate 
the quality of the process; evaluate and ameliorate the capability maturity of the process.  
If there were no measurement of the activities, the scenario would have produced lumps of 
software, with no fulfilled objectives [94].  
 

• Continual Software Process Improvement 

 

For the last decade, software process improvement has been a primary approach to improving 
software quality [55, 61]. Software process improvement refers to a defined framework of 
software procedures that define the steps and methods of a software process, define measures to 
assess and benchmark the process, and implement the defined procedures while looking for 
continuous improvement opportunities. Juran [56, 61], [57, 61], Deming [58, 61] and Crosby [59, 
61] have long advocated process improvement as a means to improve quality in product 
development, manufacturing and services. Humphrey’s early research in software engineering 
highlighted the need for process improvement in the software industry [60, 61]. He drew on 
principles from manufacturing in developing quality oriented process guidelines for software 
development, which evolved into the Capability Maturity Model [61, 62]. As the adoption and 
acceptance of the CMM model have spread, the research literature has become populated with 
numerous studies establishing a positive relationship between software process improvement and 
software quality [61-64] and the relationships among process, quality and cost [61, 67, 68-71]. 
 

5. IMPROVING THE SOFTWARE DEVELOPMENT PROCESS 

 
Some very small changes can improve productivity in many installations. While there is no 
empirical evidence that will permit us to forecast gains, there is a general consensus in the 
software community (like that for the use of high-level languages) that supports these ideas [6]: 

• Iterative Enhancement  

 
Several techniques have been suggested as aids for producing reliable software that can be easily 
updated to meet changing needs [76, 77]. These include the use of a top-down modular design, a 
careful design before coding, modular well-structured components, and a minimal number of 
implementers. It is generally agreed that the basic guideline is the use of a top-down modular 
approach using “stepwise refinement” [78] known as iterative enhancement. This technique is a 
practical approach to software-development that begins with a simple initial implementation of a 
properly chosen subproject, which is followed by the gradual enhancement of successive 
implementations in order to build the full implementation [75]. 
 

• Evaluating Methods and Tools 

 

A software tool is a system, which assists in some phase of the software development process. 
Therefore, it becomes necessary to constantly evaluate the tools and method in order to work 
towards software process improvement. In fact, a separate organization with this charter should 
be established [6] which totally focuses on the tool evaluation, their findings and according to 
these findings provide a better tool or methodology for the software-development. 
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• Improving the Review Process 

 
Review is extremely labor-intensive. Typical procedures for FTR involve individual study of 
hard-copy designs or source listings and hand-generated annotations, followed by a group 
meeting where the documents are paraphrased line by line, issues are individually raised, 
discussed, and recorded by hand, leading eventually to rework assignments and resulting changes 
[74]. Thus, the manual labor should be reduced so that the reviewers can spend more time and 
effort in finding out the logical errors rather than spending time on the formatting and syntactic 
errors. This can be possible by the use of tools and methodologies, which can be used to resolve 
the formatting anomalies. These tools help strengthen the software review process. 
 

CONCLUSION 
 
The computer-based market is worth hundreds of billions of USD, which affects the people in 
some or the other way. Thus, it is necessary to have qualified software professionals. These 
software professionals have the responsibility to adopt the best practices in the industry to 
increase the success rate of their projects. This itself is a great responsibility in hand for the 
software people. It becomes important for them to search various practices and adopt the most 
suitable for the organization. Adopting the practice needs the understanding of the calibration of 
the practices with the organization. Further, software engineering techniques often pay heed only 
on the initial software-development and not on the continual evolution of the software. Software 
is flexible; it is continually evolving primarily due to changing or evolving needs, advancement of 
technology, changes in the operational environment and due to discovery of latent errors. This 
evolution enables the software to retain its previous characteristics and attain new characteristics, 
which work towards the melioration of the software. Only evolving the software does not help, 
advanced tools and methodologies are also needed and must be constantly evaluated for their 
efficiency and effectiveness check. 
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