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Abstract 

In this work, the amplitude profile of sampled speech data were fitted by employing sum of sine 

functions with a confidence level more than 90%. Furthermore, amplitude correlation technique is 

applied between original speech signal samples of normal and pathological subjects and correlation 

technique is also applied between the curve fit constant values for normal and pathological subjects. 

Results obtained in both the techniques were compared to determine the varying degrees of speech 

disability severity. 
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1. Introduction 

Speech is the most basic means communication between humans. In speech communication an 

idea is first formed in the mind of speaker, and then it is transformed in to words, phrases and 

sentences according to the grammatical rules of the language.  Effective determination of 

quantitative speech disability remains one of the challenges in medical profession. 

However millions of people are suffering from disabilities associated with speech. According to 

an UNICEF estimate as many as 150 to 250 million children are disabled world wide [1]. Speech 

disability forms one of the widely encountered among the various disabilities among children [2-

8]. Speech synthesis among the disabled children is the first step for making speech corrective 

tool kit. Most speech reproduction models of vowels, semi-vowels, nasals consist of linear filter 

excited by a periodic signal p(t) having the following form 
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Where α  is the fundamental voice frequency, kp  and kp̂  are constants, t is a random variable 

uniformly distributed between 0 and α1 . This model has been used in all the speech synthesizers. 

Speech reproduction is necessary for applying corrective techniques [4]. Various techniques were 

researched by several researchers over the years like articulation density index [4], hidden 

Markov model [9-12], Hidden Bernoulli Model [13], zero crossing referencing [14], and LPC 

techniques [15-16] for speech signal processing.  

In this paper, the speech uttered by children of age group of 5 to 8years was recorded and 

digitized. The digitized signal was further processed in a high level computational platform of 

MATLAB. . In Section 2, the procedure of speech recording and digitization were explained; 

Section 3 deals signal amplitude correlation technique, Section 4 deals with curve fitting 

procedure for speech signals, in section 5 discussion has been made regarding the procedure 

followed in determining the optimal window block size which results in better curve fit and 

Section 6 the results obtained from amplitude correlation technique as well as curve fitting 

techniques were explained. Finally, conclusions were drawn in Section 7.  

2. Experimental Speech Recording  

Acoustic signals or speech signals are continuous signals in time domain. To convert such signals 

into discrete time signals, Analog to Digital converters (A to D Converters) are used. The current 

state of the art recording devices such as IPOD (Intelligent Portable Occular Device) are equipped 

with advanced A to D converters largely due to the technological advancements in VLSI. Built-in 

A to D converters in IPOD system enables the creation of discrete- time signal at discrete 

intervals of time, when speech signal passed through such system. 

The study was conducted on children of native speakers of Kannada language (Indian Dravidian 

Language which was recognized as classical language recently [20]). Acoustic speech signals of 

word “Namma” uttered by normal child (normal subject) and pathological subjects (age between 

5 to 8 years) are recorded using IPOD recorder in digital form. 

The data was collected at J.S.S. ‘Sahana’ integrated and special school located at Bangalore, 

India. Prior to the data collection, the teachers were requested to train and acclimatize the 

disabled children aged between 5 and 8 years facing speech disability problem, to read few 

sentences written in kannnada language. The experiment was conducted in a pleasant atmosphere, 

the children are made to read the sentences and the said sentences were recorded. Similarly the 

normal samples were obtained at ‘vinayaka’ school, Bangalore by following same procedure with 

the normal children in the same age group. About 30 samples were taken in all for normal cases. 

The averages of these samples were taken and the child’s voice which nearly coincides with the 

average is considered as reference data mentioned as ‘normal’. 

Table 1. The parameters used for transformation into .wav file 

Rate [kbps] 512 

Amplitude type [bit] 16 

Sampling Frequency [Hz] 32000 

Channel  Mono 

Modulation  Pulse Coded  

 

However the data after conversion should be made easy to use, manipulate, low loss and 

compatible to windows platform. The recorded digitized signal is further subjected to 

transformation into wav file, the most commonly used digitized sound format with the help of 

downloadable software known as “GOLDWAVE” [21]. The transformation procedure used in 

GOLDWAVE software results in .wav file format. 
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3. Amplitude Correlation Technique 

The parameters used while importing the IPOD recorded speech into GOLDWAVE are shown in 

Table 1. The compiled data are marked as ‘normal’, ‘subject1’, ‘subject2’ and ‘subject3’ 

corresponding to normal case, and pathological cases with increase in severity. 

The acoustic speech signals for common word uttered by normal child (normal subject) and 

pathological subjects are properly captured with the appropriate dimension consisting of uniform 

numbers of digital samples. Absolute value of such digital sample sequence is obtained in each 

individual normal and pathological case. Then correlation coefficient can be calculated between 

the normal subject samples sequence absolute values and each individual pathological subject 

sample sequence absolute values. Such correlation coefficient gives a measure like how much the 

individual pathological subjects speech signals are deviating from the normal subject speech 

signals.  

4. Curve Fitting Procedure  

Recorded acoustic speech signals for common Kannada word uttered by normal child (normal 

subject) and pathological subjects are having the same length of digitized sample sequence of ‘n’ 

numbers. MATLAB curve fitting tool (cftool) is used to achieve the better curve fitting for the 

above said samples sets. 

To have better curve fitting with confidence level of more than 90% and with a minimum value 

of RMSE (root mean squared error), the sample sequence set is divided in to few number of 

windows. Each window must consist of some suitable number of samples. 

The mathematical function (sum of sine functions) given in equation (2) is used to get proper 

curve fitting with the above said window samples. 

)8c(n)X*Sin(b88a......................

..........)2c(n)X*2Sin(b2a)1c(n)X*1Sin(b1a

++

++++

                                                                   (2) 

a1 to a8, b1 to b8 and c1 to c8 are constants 

X(n) represent the sample sequence, where n=1, 2,3,……  

The above discussed “sum of sine function” can be rewritten to suite for different windows of 

normal subject and pathological subject as like bellow 

)8c(n)Xr*Sin(b88a......................

..........)2c(n)Xr*2Sin(b2a)1c(n)Xr*1Sin(b1a

++

++++

                                                                 (3) 

Xr(n) represents the speech signal samples sequence set of normal subject which has been taken as 

reference. 

)8c(n)Xps*Sin(b88a......................

..........)2c(n)Xps*2Sin(b2a)1c(n)Xps*1Sin(b1a

++

++++

                                                                          (4) 

Xps(n) represents the samples of pathological subject 

At first the curve fitting technique is applied to the normal subject speech sample sequence 

window wise and those window related constants are obtained. 

i.e., a1 to a8, b1 to b8 and c1 to c8 are constants 
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Such window related constant values obtained for different windows are looks to be different. All 

windows related constants values are arranged in a single column by keeping all window related 

constants in a sequence. 

Next the curve fitting technique is applied to the pathological subject1 speech signal samples 

sequence windows and above said procedure must be followed and curve fitting constants are 

obtained in a single column. 

Above procedure must be applied for the other pathological speech signal samples 

sequence also. Correlation coefficient or correlation index can be calculated between 

normal child curve fitting constant values and individual pathological subject curve 

fitting constant values to know how much deviation is there between normal subject 

speech signal curve fit and those of individual pathological subject speech signal curve 

fit. 

5. Results and Discussion 

In this current study, the Kannada word “Namma” has been uttered by normal subject, 

pathological subject1, pathological subject2 and pathological subject3.The number of digitized 

speech signal samples obtained for this speech signal “Namma” are very large in number 

consisting of a total 21121 numbers of samples. 

To determine the optimal window block size which result in better curve fit using the above said 

sum of sine function, three different cases of varying window block size were considered as 

mentioned below. 

Case 1: The total numbers of samples are divided in to 43 window blocks. For window block 1 to 

window 42, the window block comprises 501 samples and for window block 43 is 79 samples. 

After curve fit processing for each of such window has 24 constants (a1 to a8, b1 to b8, and c1 to 

c8). In total, 1032 numbers of curve fit constant values can be listed from 43 window blocks and    

those values are arranged in a sequence in a single column.  

Case 2: The total numbers of samples are divided in to 22 window blocks. For window block 1 to 

window 21, the window block comprises 1001 samples and for window block 22 is 100 samples. 

After curve fit processing for each of such window has 24 constants (a1 to a8, b1 to b8, and c1 to 

c8). In total, 528 numbers of curve fit constant values can be listed from 22 window blocks and    

those values are arranged in a sequence in a single column.  

Case 3: The total numbers of samples are divided in to 11 window blocks. For window block 1 to 

window 10, the window block comprises 2001 samples and for window block 11 is 1111 

samples. After curve fit processing for each of such window has 24 constants (a1 to a8, b1 to b8, 

and c1 to c8). In total, 264 numbers of curve fit constant values can be listed from 11 window 

blocks and    those values are arranged in a sequence in a single column. 

It is observed from the experimental verification that in case1 the curve fitting computation 

complexity is more and reproduction of sound with the curve fit samples matches with original 

sound signal samples. In case2 the curve fitting computation complexity is reduced and still 

reproduction of sound with the curve fit samples matches with original sound signal samples. In 

case3the curve fitting computation complexity is least and reproduction of sound with the curve 

fit samples does not match with original sound signal samples and appears to be noisy. Hence in 

this study for all practical purposes case2 is considered as most suitable and optimal for curve fit 

processing.   

The speech signal samples plot of the word ‘Namma’ uttered by normal subject, pathological 

subject1, pathological subject2 and pathological subject3. are shown in figure1. 
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Figure1. Plot of the speech signal samples for the word ‘Namma’ (a) Normal subject 

          (b) Pathological subject1    (c) Pathological subject2   and    (d) Pathological subject3 

If the values of two variable deviate in the same direction i.e., if the increase in the values of one 

variable results, on an average, in a corresponding increase in the values of the other variable or if 

a decrease in the values of one variable results, on an average, in a corresponding decrease in the 

values of the other variable, correlation is said to be positive or direct. 

On the other hand, correlation is said to be negative or inverse if the variables deviate in the 

opposite direction i.e., if the increase (decrease) in the values of one variable results, on the 

average, in a corresponding decrease (increase) in the values of the other variable. 

The correlation coefficients values are calculated between the normal subject samples sequence 

absolute values and each individual pathological subject sample sequence absolute values and the 

results are tabulated in Table-2 

Table 2 Amplitude Correlation Study 

S No Comparative study Correlation coefficients 

1 ‘normal’ and ‘subject1’ 0.28 

2 ‘normal’ and ‘subject2’ 0.24 

3 ‘normal’ and  ‘subject3’ -0.188 
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Figure 2 Cure fitting for window1 samples        (a) Normal subject       (b) Pathological subject1 

(c) Pathological subject2 and (d) Pathological subject3 [The dotted line is the recorded speech 

signal and solid line is the fitted 0ne] 
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With reference to above cited case2, curve fitting obtained for the window block1 speech signal 

samples of normal, pathological subject1, pathological subject2 and pathological subject3 are 

shown in figure2. 
Curve fit procedure mentioned in case2 is applied for normal and pathological subjects. The 

correlation coefficient between normal subject curve fit constants values and each individual 

pathological subjects curve fit constant values are calculated and results are tabulated in Table-3. 

Table 3 Correlation Study 

S No Comparative study Correlation coefficients 

1 ‘normal’ and ‘subject1’ 0.2067 

2 ‘normal’ and ‘subject2’ 0.0012 

3 ‘normal’ and ‘subject3’ 0.0005 

            

6. Conclusions 

For the collected sample space of four children the curve fitting technique is applied and curve 

fitting constant values are obtained. Then correlation coefficient between normal and pathological 

curve fitting constant values are calculated and it is observed that if correlation coefficient value 

starts deviating from its expected value 0.20, speech disability severity increases in pathological 

subjects in comparison with normal child. 
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