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ABSTRACT

In today’s businesses, service-oriented architectures represent the main paradigm for IT infrastructures.
Indeed, the emergence of Internet made it possible to set up an exploitable environment to distribute appli-
cations on a large scale, and this, by adapting the notion of ““service”. With the integration of this para-
digm in Business to Business Domain (B2B), the number of web services becomes very significant. Due to
this increase, the discovery and selection of web services meeting customer reguirement become a very
difficult operation. Further, QoS properties must be taking into account in the web service selection. More-
over, with the significant number of web service, necessary time for the discovery of a service will be rather
long. In this paper, we propose an approach based on a new heuristic method called “Bees Algorithm”
inspired from honey bees behavior. We use this technique of optimization in order to discover appropriate
web services, meeting customer requirements, in least time and taking into account the QoS properties.
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1. INTRODUCTION

Web service can be defined as a software entity, independent of platforms, able to be described,
published, discovered and composed using the standardized protocols[1, 14, 15, 16]. Itisused in
various domains such as business to business domain and web-based systems that’s why the
number of web service’s consumer is increasing.

The discovery of web services represents the process alowing the localization of documents de-
scribing a Web service (WSDL file [14]). However, with the permanent increase in the number of
web services and registries, the operations of discovery and selection become difficult.

The web service discovery and selection are a primordial steps in the service-oriented architec-
tures. In fact, a customer might find several services that provide the same functionality, but can
be different in QoS properties. Thus, it is essential to adopt an optimization strategy in order to
select the best services.
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The classical mechanisms of web service discovery are based on the sweeping of al available
registries to respond to a client request. With the increase number of services web, these methods
are no longer relevant because the discovery time becomes considerable. To get around this prob-
lem, innovative techniques of discovery are required. We present in this paper a novel method for
discovery and sdlection of web services based on a genetic algorithm, the bees’ a gorithm.

This paper is organized as follow. The second section presents related works. In section three, we
give an overview of genetic algorithms. Then, we describe the Bees Algorithm in section four.
Section five shows the details of the utilization of the Bees Algorithm in the context of web-
service discovery and selection. In section six, we present a validation for our approach by im-
plementing it in a P2P (Peer-to-Peer) environment. And, we conclude our paper in section seven.

2. RELATED WORKS

Discovery isone of the mgjor challenges of the web service technology [22]. Service discovery is
the process of finding an appropriate service for a service requestor. The basic steps of this proc-
ess, shown by figure 1, are:

 Service description: Providers describe their services.

» Service publishing: Services are classified; and their descriptions are published through registries.

« Service discovery: Requestors ask some registries if there are providers offering services with desired
capabilities (Description of Requestor’s Needs). The subset of the stored descriptions, which match with
the customer’ request, is returned to the customer (reguestor).

Publizh Unpublish/Update Invok#Rind

o arvice Diseower Servics
Registry Eeaquestor

Figure 1. The Web Service Interaction model

The description of web service capabilities is essential for classifying, discovering and using a
service. Indeed, service requestors invoke services based upon the discovered service descrip-
tions. Based on the information contained in description files, we distinguish two categories of
discovery:

» Syntactic Discovery: The discovery process focus on the implementation aspects of a service
and thus tailored towards the programmers’ requirements. Syntactic discovery can be classified
according to the adopted architecture :

- Centralized architecture: In centralized architecture, description files are kept in the same di-
rectory.

- Distributed (or decentralized) architecture: In this type of architecture, description files are
distributed in different servers. Approaches as distributed UDDI [24] and AASDU [25]
(Agent Approach for Service Discovery and Utilization), adopt this architecture.
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e Semantic discovery: The discovery process focus on the conceptual aspects of a service aim-
ing to facilitate end-users by shielding off the lower level technical details. Semantic discovery
can be classified according to the adopted architecture :

- Centralized architecture: In centralized architecture, description files are kept in the same di-
rectory. Approaches as Ontology Web Language-Service [26] and WSDA [27] (Web Servic-
es Discovery Architecture) implement this architecture.

- Distributed (or decentralized) architecture: In this type of architecture, description files are
distributed in different servers. Approaches as Speed-R [28] (Semantic P2P Environment for
Diverse web service Registries), PSWSD [29] (P2P-based Semantic Web Service Discovery)
and LARKS [23] (Language for Advertisement and Request for Knowledge Sharing) adopt a
distributed architecture.

The different approaches cited in this section implement a sequential algorithm for set up discov-
ery process. We propose in this paper a method based on a genetic method, the bees algorithm, to
find and select appropriate services that matches with the service’ requestor. The Application of
“Bees Algorithm” in different problems gave excellent results (see section 4.2), so we have had
the idea to use this technique of optimization in order to discover and select appropriate web ser-
vices by taking into account the QoS properties.

3. GENETIC ALGORITHMS

3.1 Overview

Genetic Algorithms (GA) are part of the Evolutionary Algorithms which are adaptive heuristic
methods that exploit ideas of natural selection and biological evolution (such as reproduction,
mutation and recombination). In general, evolutionary agorithms implement a same main loop
including the following steps (listing 1).

1. Initialize and eval uate the initial population.

2. Perform competitive selection.

3. Apply genetic operators to generate new solutions.

4. Eval uate solutions in the popul ation.

5. Sart again from point 2 and repeat until some convergence criteria is satisfied.

Listing 1. Structure of an evolutionary algorithm

Genetic agorithms find application in bio-informatics, phylogenetic, computational science, en-
gineering, economics, chemistry, manufacturing, mathematics, physics and other fields. There are
various flavours of GAs in circulation, varying in implementation of these three parameters, but
in essence the algorithms all follow a standard procedure. They all share a common conceptual
base of simulating the ‘evolution’ of individual structures via processes of selection, mutation and
reproduction. Once the genetic representation and the fitness function are defined, a GA proceeds
toinitialize a population of solutions (usually randomly) and then to improve it through repetitive
application of the mutation, crossover, inversion and selection operators.

3.2 Different steps of a genetic algorithm

Genetic algorithms are essentially useful to resolve search or optimisation problems. In such ago-
rithm, the computer-problem is described using computational models of evolutionary processes.
The evolution usualy starts from a population of randomly generated individuals and happensin
generations. In each generation, the fitness of every individual in the population is evaluated,
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multiple individuals are stochastically selected from the current population (based on their fit-
ness), and modified (recombined and possibly randomly mutated) to form a new population. The
new population is then used in the next iteration of the agorithm. The algorithm terminates when
either a maximum number of generations has been produced, or a satisfactory fitness level has
been reached for the population. If the agorithm has terminated due to a maximum number of
generations, a satisfactory solution may or may not have been reached. Figure 2 shows the simpli-
fied flowchart of a Genetic Algorithm.

[ Tnitial population ]

. |
¥
[ Selection ]
¥
[ e ]
Ho
Termmate 7
Tas

Figure 2. Simplified flow chart of a Genetic Algorithm

A typica genetic algorithm requires afitness function to evaluate the solution domain. The fitness
function is defined over the genetic representation and measures the quality of the represented
solution and always depends of the computer-problem.

« Initialization: Many individual solutions are (usualy) randomly generated to form an initia
population. The population size depends on the nature of the problem, but typically contains
several hundreds or thousands of possible solutions. Traditionally, the population is generated
randomly, allowing the entire range of possible solutions (the search space).

» Selection: During each successive generation, a proportion of the existing population is se-
lected to breed a new generation. Individual solutions are selected through a fitness-based
process, where fitter solutions (as measured by a fitness function) are typicaly more likely to
be selected.

* Reproduction: The next step is to generate a second generation population of solutions from

those selected through genetic operators: crossover (also called recombination), and/or muta-
tion. These processes ultimately result in the next generation population of solutions that is dif-
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ferent from the initial generation. Generaly the average fitness will have increased by this pro-
cedure for the population.

e Termination: This generational process is repeated until a termination condition has been
reached. Common terminating conditions are :

- A solution isfound that satisfies minimum criteria

- Fixed number of generations reached

- Allocated budget (computation time/money) reached

- The highest ranking solution's fitness is reaching or has reached a plateau such that
successive iterations no longer produce better results

- Manual inspection

- Combinations of the above

The simple generational genetic algorithm procedure is shown in Listing 2.

1- Choose theinitial population of individuals
2- Evaluate the fitness of each individual inthat population
3- Repeat on this generation until termination (time limit, sufficient fitness achieved, etc.):
3.1 Select the best-fit individual s for reproduction
3.2 Breed new individuals through crossover and mutation operations to give birth to offspring
3.3 Evaluate the individual fitness of new individuals
3.4 Replace least-fit population with new individuals

Listing 2: Pseudo code for genetic Algorithm

4. BEESALGORITHM

When looking for a web service which can be an answer for customer’s request, the algorithm of
discovery and selection should choose from a wide range of services dready developed. To re-
duce the time needed for Web services’ discovery, we will use a new optimization technique
called “Bees Algorithm”.

The Bees Algorithm represents a new optimization algorithm proposed by Pham and a [2]. It is
based on natural foraging behavior of honey bees. The agorithm is considered as one of the most
important optimization algorithms due to its successful resultsin various domains such as cluster-
ing problems [3], a resolution of preliminary design problem [4], and artificial neura network
training [6].

The foraging behavior of honey bees starts by sending scout bees to search for flower patches.
They move randomly from one flower to another. When they return to the hive, those scout bees
evaluate the various plots visited and sort them above certain quality threshold which can be
measured as a combination of some constituents such as sugar. They choose the (m) best flowers
and (e) top-rated patches.

Scout bees associated to select sites perform a dance called “waggle dance”. This dance repre-
sents a mean of communication in the colony. It provides three types of information: direction of
aflower patch, distance from the hive and a quality of nectar. This information helps the colony
to send its bees to collect nectar without the use of guide or maps.

More follower bees are sent to more promising patches in order to gather nectar efficiently and
quickly.
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4.1 The basic beesalgorithm

The pseudo-code of thisagorithm is shown in listing 3.

1. Initialise population with random sol utions.

2. Evaluate fitness of the population.

3. While (stopping criterion not met)

//[Forming a new population.

4. Select sites for neighborhood search.

5. Determine the patch size.

6. Recruit bees for selected sites and eval uate fitnesses.
7. Select the representative bee from each patch.

8. Amend the Pareto optimal set.

9. Abandon sites without new information.

10. Assign remaining bees to search randomly and evaluate their fitnesses.
11. End While.

Listing 3: Pseudo code for Bees Algorithm

The execution of this algorithm requires a number of parameters (figure 3) to be set namely:
number of scoot bees (n), number of patches selected for neighborhood research (m), number of
“elite” sites selected out of (m) patches (e), number of bees recruited for (m-e) selected sites (nsp)
and stopping criterion.

The agorithm begins with placement of (n) scoot bees, randomly, in the search space.

(n) scoot bees

(m) best bees (n 'm)

(9) elite bees

Figure 3. Required parameters for Bees Algorithm

4.2 Applications of “Bees Algorithm”

Different approaches use the Bees Algorithm for various problems. In their paper [6], authors
propose to apply Bees Algorithm to train RBF networks to control chart pattern recognition. In
thiswork, each bee represented 2345 parameters to be determinate.

In [3], authors use this algorithm to solve clustering problem. In order to partition a data set into
homogeneous groups, authors choose to apply the Bees Algorithm which is capable of finding
near optimal solution efficiently. A potential clustering solution as set of cluster centersis consi-
dered as abee.

Another application of the bees’ agorithm, given in [7], consists to using the Bees Algorithm to
optimize parameters of a fuzzy logic controller. It turns parameters of input output membership

112



International Journal of Computer Science & Information Technology (1JCSIT) Vol 5, No 2, April 2013

functions. Therefore each bee was considered as a real number vector representing various para-
meters to optimize.

Authors of [8] adapted the Bees Algorithm to resolve cell formation problem. Cell formation
represents the key problem in designing manufacturing system. Its purpose is to group part with
similar processing requirements into part families and associate machines into machine cells. This
problem is considered as NP-hard problem because the increase in the problem size causes an
exponentia increase in the time. In this work, authors use the Bees Algorithm to find the appro-
priate groups of part families and machine cells which maximize the bond energy metric.

In [9], authors use this algorithm for the Environmental/Economic (Power) Dispatch (EED) prob-
lem. In this problem, authors try to minimize, simultaneously, fuel cost and nitrogen oxides emis-
sion.

In [2], authors show that the Bees Algorithm is applicable to combinatorial and functional optimi-
zation problems. To test the efficacy of this algorithm, they used the inverted Schwefel’s function
with six dimensions.

5. OUR APPROACH

In this paper, we propose a new method which solves the problem of web service discovery. So
that, we use an architecture based on registries of web service, called also communities.

Web services’ registry represent a group of web services having the same area of interest and are
differentiated for each other according to their non functiona properties (such security, time of
response...) in order to limit the space of research. Several approaches used the registry’s notion
such asin works presented on [5, 10, 11, 12].

The discovery process will be simplified and made more efficient by structuring service registries.
To find the optimal service which can be the response of client request, we use the “Bees Algo-
rithm” as an intelligent way of research. Our approach consists of three principas steps.

» Configuration of distributed environment with exploitation of peer-to- peer architecture; every
group of peer represents aregistry of web services.

» Discovery of the suitable registry having the same business domain with the searched web ser-
vice. In this step, we use a method based on new population-based optimization algorithm
called “Bees algorithm”.

» Selection of the optimal web services present in discovered registry. The web service selected
hasthe level of QoS nearest to the value requested by the by the customer.

5.1 Architecture
QOur architecture consists of

« A layer for semantic clustering web services in registry. Each registry has its business domain
indicated in adescription file.
The update and management of different registries are insured by a control module providing
functionality such as adding a new servicein the appropriate community.

* A discovery and selection module: this module ensures discovery of aweb service offering the
same functionalities searched by customer’s request and having the level of quality of service
required by the client.
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Soitisused, inthefirst place, to find the registry which has the same category with the searched
web service, and to choose between different services web present in the registry. The selection is
based on level of quality of service.

5.2 Adaptation of beesalgorithm for web service discovery

The proposed method exploits the capability of the Bees Algorithm to optimize the research pro-
cedure. To reduce research area and in order to find a desired web service in the shortest period,
we use this technique. As analogies with the basic Bees Algorithm, we consider distributed regi-
stries as a patch and discovery query as a bees.

Figure 4 below summarizes the flow of proposed method. Our proposed agorithm based on
“Bees Algorithm” consists of six steps.

« Stepl: random exploration

In this step, the algorithm sends discovery queries in paralel way to different registries con-
taining groups of web services. The choice of registries at this stage israndomly.

e Step2: measure of similarity

Step 2 of the agorithm consists to measure the degree of similarity between business domain
of wanted web service (searched by a customer) and visited registries. For each registry, a
value of fitness function is attributed which indicates the degree of semantic similarity. In a
technical way, we use measures of WordNet::Similarity [13] which represents free software
that measures the similarity between two terms.

» Step3 and step4: Sorting and selection of suitableregistry
- Instep 3, the algorithm sorts visited registries according to similarity’s degree collected
from the second step.
- Instep 4, a registry having the highest value is selected as “elite” registry.
* Step5: exploration of “elite” registry’s neighbour hood
In order to explore the neighbourhood of “elite” registry, the algorithm sends research queries
to registries resulted from step 4.
Stopping criterion is to obtain maximal similarity between two areas of interests. area of
searched web service and the selected registry.
e Step 6: selection of the service providing the required QoS
The computation of QoS is done according the formula proposed in [17]. This method deter-

mines QoS value based on weights assigned by the service requester. We select the service
whoseits level QoS corresponds to the value required by the client.
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Send searchrequests to some commmuumties chosenrandomly. |g

.

Measunng similarity between business domains of failed
web service and visited commrmumities.

= Smulanty’s
threshold

‘ Sorting visited conumunities. |4—

!

‘ Choice of “elite™ conumunity |

y

neighborhoods’ exploration of the elite corumunity.

> Maximal
sirnilarity

Selection of equivalent web service.

Figure 4. Flowchart for proposed method
6. VALIDATION

To vaidate our approach, we used the JXTA [18] platform, a P2P environment; JDOM [19], an
API for XML documents, and WordNet::Similiraty [13] for the similarly between web services.
JXTA: it is an open source peer-to-peer protocol specification begun by Sun Microsystems in
2001. This platform alows creating a virtual overlay network. In this virtual network, a given
peer could interact with other peers even when some of the peers (or resources) are behind fire-
walls (or NATs. Network addresses trandation), or use different network transports. In JXTA
platform, each resource is identified by a unique ID, so that a peer can change its localization
address while keeping a constant identification number.

JXTA platform provides moreover basics services, such as:

- Dynamic search of peers;

- Resources sharing (documents, files, ...) ;
- Credtion of groups,

- Secure communication;

- Process Callaboration;

- Private addressing;

- €c...
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The JXTA protocols are defined as a set of XML messages which allow any device connected to
a network to exchange messages and collaborate independently of the underlying network topol-
ogy. Infact, IXTA isbased upon a set of protocols and standard (such TCP/IP, HTTP, etc.) which
are developed in XML language, so that it can be implemented in any programming language and
remain independent vis-a-vis any operating system and transport layer protocols. An overview of
the JXTA architectureisgivenin figure 5.

|XTA .
Applications J J J
J J
JXTA
Services
|XATA ! on % ] Peer Monlitoring
Core

JXTA is an extensible platform which facilitates its adaptation to achieve APIs. This aspect ad-
dresses the needs and expectations of developers. JXTA provides some services and notions
which are very useful for the implementation of our approach. Among these notions, we find the
“announcements” notion that allows us to describe each directory. Moreover, the notion of “peer
group”, provided by JXTA, is appropriate for our approach to gather directories according their
business areas. Also, JXTA incorporates a set of services, asthe discovery service, which is based
on XML, so that it is easy to adapt these services for our needs.

5 TTmy 8

Figure 5. The IJXTA architecture

For all these reasons we opted to use the IXTA platform for implement our approach.

The second tool that we used is JDOM. It is an APl provided by W3C alowing modeling and
manipulation of XML documents. We use this APl essentialy to extract, easily, information and
data contained in the description files of directory and web-service writing in the XML language.

The last tool which we used is WordNET. We use this tool to find the service that matches the
user request. For calculate the degree of similarity between the web-service' and the different
available directories we use the WU and Palmer method [21]. The choice of this method is done
after a series of comparison between the different techniques of similarity measure used by
WordNet. The advantage of WU and Palmer technique it is smpler and more efficient to
calculate the similarity degree compared to the other methods.

To validate our approach, we applied the algorithm of discovery and selection (described in
section 3) in the case of web service failure. We assume that a given service is failed, and we try
to find an equivalent service, in the least delay, while taking in account the properties of QoS
(non-functional attributes) such as performance, security, etc. By hypothesis, web services are

! This service can be published by a provider, or requested by a client.
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grouped in different communities. Each community contains equivalent web services (in terms of
functional), but that can be differ in their QoS properties.

The implemented architecture consists of three main components:

« Communities layer: web services are grouped in different communities according to their
functiondity. Each community is defined by a description file (in XML format), which
specifies the business area of the community and the list of web services belonging of this
community. A web service is described by its name, its unique identifier, its URL and its
QoS attributes.

e Subgtitution module: thismoduleistriggered after aWeb service failure. Itsfunctionisto
find a service providing the same functionalities of the failed service, and having good QoS
proprieties. Fird, the substitution module identifies the community of failed service, and
then sdlects, from the services present in the community, the service providing the QoS
required by the client. Finaly, the subgtitution module must add the couple, failed service-
equivalent service, in the equivalence cache.

* Equivalence cache it represents a database containing equivalent services. After a service
failure, the module of substitution queries the cache to find an entry for the failed service. If
this is the case, it extracts and uses the corresponding equivalent service. Thus, the search
process can be faster if the couple (failed web service — equivalent web service) existsin
the cache. Each entry in the cache is valid for a determined period. After expiration of this
period, this entry is removed to avoid overloading the database.

Figure 6 describes interactions between different components of our architecture. Once a web ser-
vice is failed, the subgtitution module queries the database (cache equivalence) to search an entry
for the failed service (stepl). Any entry is present in the cache for the queried service (step2). We
note here that if there is an entry for thefaled service in the database, the next step is not
necessary. The substitution module uses the service equivaent to the failed service found in the
cache. As the required service is not found, the substitution module selects an equivalent service
from the communities (step 3), and finaly adds the couple (failed service-equivalent service) in
the cache (step 4).

4. &dd anewy entry

3. Select a'gouivalent service
from communiies

Communities
layer

Figure 6. Interactions between components of our architecture
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7. CONCLUSION

In this paper, we present an innovative method for web service discovery and selection based on
heuristic technique called “Bees Algorithm”. We validated our approach by implementing it in a
P2P environment.

Our approach is based on two important stages. The first consists to find a registry having the
same/equivalent business domain of the searched service whilst minimizing the cost of the dis-
covery phase. The second stage consists to calculate the level of QoS of all services present in
found registry and select the service having the QoS level nearest to the value requested by the
client.
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