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ABSTRACT

In this paper the complicated task of educational software evaluation is revisited and examined from a
different point of view. By the means of Educational Data Mining (EDM) techniques, in the present study
177 of the most common evaluation standards that have been proposed by various researchers are
examined and evaluated with regards to the degree they affect the effectiveness of educational software.
More specifically, via the employment of prediction, feature selection and relationship mining techniques
we investigate for the underlying rationale hidden within the data collected from experiments conducted at
the Department of Education of the University of Patras with regards to the software evaluation task and
the results of this study are presented and discussed in a quantitative and qualitative way.
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1. INTRODUCTION

The advent of computers and multimedia technologies during the last years has led to a steadily
growing support of the educational task by computers. Nowadays, educational software powered
by information and communication technologies seems to illustrate increased capabilities,
relatively low cost as well as improved features with regards to the educational task. Along with
these developments, there exists a vast increase in the number of educational software provided
for use in a class [1], [2].

The term “Educational Software” is used to refer to software designed to support learning [3].
Educational software differentiates to other application software to the fact that during the
development of an educational oriented software the way students learn should be taken into
account [3], [4]. Moreover, the usability factor of the designed educational software must also be
taken under consideration during the development phase since it is tightly connected with the
learning process [3], [5] and plays a very important role with regards to the acquisition of the
educational software [6], [7].

Nevertheless, as it often occurs with many of the commercial products, educational software is
not always suitable and effective in the teaching and learning processes [2]. Awareness regarding
the suitability of educational software that has to be used and the kind of assistance that this
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software has the potential to provide, is very important for a teacher, in order to use educational
software in a class [8]. Complementarily, the continuously increasing number of educational
software designed and developed for use in class, makes it extremely difficult for the teachers or
even for the curriculum experts to decide upon which software, in each specific occasion, is better
to use [6]. This is mainly due to the fact that it is very difficult for a teacher to predict the
effectiveness of the interaction between the students and the software as well as the learning
benefits that the students will gain by using this software, especially in cases where the
educational software implements innovative ways to support teaching and learning. This problem
is further exacerbated when the teacher is not experienced in the use of information and
communication technologies [8].

In cases like the ones described above, the best advisor for the teacher is the evaluation, through
which knowledge on the educational value of the examined software is gained. According to Le
& Le [2], there are many alternative definitions of the term evaluation. The common basis of all
definitions though relies on the fact that evaluation is about assessment of quality of a product,
task, program, or activity. The importance of the educational software evaluation process is
obvious: on the one hand it allows for deciding upon the most suitable product from a
continuously growing variety of software and on the other hand it significantly contributes to
promoting software quality and to setting quality standards [9].

According to Scriven [10], there exist two types of software evaluation that are discretized upon
the time frame that the evaluation is performed with regards to the software development process:

a) the formative, which is performed during the software development. This type of
evaluation is qualitative and focuses on the user.

b) the summative, which is performed after the software development. This type of
evaluation is quantitative and focuses on the results of the software implementation and
use, with regards to predefined aims set by the development team.

With regards to the later type of software evaluation, it should also be pointed out that it is usually
wide scaled and quite demanding in terms of time and space required for the evaluation to be
performed. Moreover, since this type focuses at amongst others on the conditions under which the
use of the software has a better outcome [11], [12], it is carried out when the software
development phase is complete enough allowing thus for the software to be used in real learning
situations.

Nevertheless, although most of the criteria used in educational software evaluation are tightly
connected with the teaching and learning principles [2], the area of educational software
evaluation has been more and more muddled mainly due to the lack of consensus among software
evaluators [13], [14], [6]. In particular, there exist many evaluation methods in the research
literature spanning from formal or informal to automatic and empirical [15]. The simplest of these
methods are very often presented as a list of characteristics that an educator should consider when
reviewing a software [16]. Even in such cases though, the validity of such reviews is tied to the
expertise and the experience of the reviewer.

With the passing of time the evaluation process becomes more mature, while new techniques,
media and data collection methods emerge, continuously enhancing this process [17]. This comes
proportionally with the effort that should be put on the evaluation process as it becomes more
complicate. Besides the learning effectiveness and the usability, both education software
developers and evaluators should monitor many other factors such as software aesthetics,
portability, assistance of provided software manuals and guides as well as compatibility with
various types of system software and operational systems [6], [4].
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In this paper the problem of software evaluation is revisited and examined from an Educational
Data Mining (EDM) perspective. According to the Educational Data Mining community website
[18], this research area is defined as “an emerging discipline, concerned with developing methods
for exploring the unique types of data that come from educational settings, and using those
methods to better understand students, and the settings which they learn in”.

Taking under consideration the high dimensionality of the software evaluation problem and the
lack of consensus among researchers with regards to the criteria used during evaluating an
educational software, in the present study we investigate for the correlating/ highly associating
factors that significantly affect the effectiveness/quality of an education-oriented software. More
specifically, experiments were conducted at the Department of Education of the University of
Patras regarding the evaluation of 15 educational software packages approved by the Greek
Ministry of Education (GME) for use in class, and the derived data were systematically processed
and analyzed via the employment of well-known for their satisfactory performance data mining
techniques such as prediction models, feature selection algorithms and relationship mining
techniques. The results of this analysis are presented in a quantitative and qualitative way in the
following sections. In particular, in Section 2 we provide details regarding the evaluation
standards that have been chosen for the needs of the present study, as well as some background
information concerning the Educational Data Mining techniques that were employed. In Section 3
a more thorough description of the experimental setup and data collection procedures is provided
whereas in Section 4 we thoroughly discuss the experimental results and outline the knowledge
that was derived from the systematic processing of the collected data. Finally, we conclude this
paper posing our directions for future work.

2. METHODOLOGY

2.1. Evaluation Standards

Regarding the evaluation process several researchers and organizations have proposed hundreds
of criteria classified in various categories. The reader may refer to the following researches to
receive a more detailed view of these criteria: Preece, & Jones [19], Heller [16], Squires &
McDougall [20], Comer & Geissler [21], Georgiadou et al. [22], Belyk & Feist [23], Shaughnessy
[24], Panagiotakopoulos, Pierrakeas, & Pintelas, [25], Mihalca [26], Le & Le [2].

However there are some questions that consensus among researchers has not yet been met. For
example, which categories should be chosen to perform an educational software evaluation and
which criteria of every category should be chosen? According to Wrench [6], with the myriad of
different possibilities for areas that should be evaluated, it is easier to see where software
evaluators agree on what is effective software than where they disagree. Apart from these
problems, the process of software evaluation is expensive and time consuming if done properly
[27], [28]. Moreover, how easy can an evaluator answer to an extended list of questions without
having bias and errors? When a big number of criteria is used, fatigue may lead the evaluator to
wrong assessments and answers [25].

Taking into account all the relevant researches and the criteria selection issues mentioned above,
we concluded considering the 177 evaluation criteria which are analytically presented at
Appendix 1. These features are classified in the following educational software contexts [25],
[29]: Instructional design, User interface, Media and quality of information media, Aesthetics,
Content, Navigation, Feedback and interaction, Usability and Ease of Use.

The instructional design context deals with features relevant to: a) the operational framework of a
specific educational software, b) its content structure, and c) the determination of the sequence of
educational components included in the software.
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The features relating to the user interface context describe the intermediate element in the
interaction between the user and the system as well as other contextual issues as user-friendliness,
design, interoperability etc.

The media and quality of information media context represents the media through which the
content of the software is presented (e.g. via the usage of text, images, videos etc.) while at the
same time features regarding the assessment of the quality of these media are also considered.

The aesthetics context refers to the employed color schemes and fonts and the uniformity and
coherence of the visual distribution.

The content context highlights issues such as included information and projects, information
structuring and gnostic fields.

The navigation context is considered in order to evaluate the degree that the software allows the
user to easily navigate through the different sections available, facilitating thus the knowledge
discovery process.

The feedback and interaction context refers to features relative to the learning effects, the user’s
level of control over the educational software and the level and the ways that the system improves
the learner’s cognition with regards to several issues such as the tasks that have to be
accomplished, the educational objectives of the available exercises, description of the errors made
by the user and so forth.

Finally, the usability context is used to measure the ease of use of the examined educational
software and the easiness by which a user may achieve the requested/desired goals.

2.2. Educational Data Mining Techniques and Motivation

As it happens with the closely related Knowledge Discovery in Databases (KDD) field, there
exists a wide number of applications of educational data mining. Baker [30] highlights the
following four areas of education that have received particular attention within the field:

1. For improving student models that provide an overview of the student’s states and
characteristics.

2. For discovering or improving models of knowledge structure of the domain (rapid
discovery of accurate domain models directly from data).

3. For studying the pedagogical support provided by learning software — discovering which
pedagogical support is most effective.

4. For scientific discovery about learning and learners which usually involves application of
educational data mining to answer questions in any of the three previously mentioned
application areas.

With regards to the different approaches that can be employed in order to achieve the knowledge
discovery from educational data, according to Baker [30] they can be categorized as follows:
prediction, clustering, relationship mining, discovery with models and distillation of data for
human judgment.

For the needs of the present study, the educational data mining approaches that were followed
were: prediction, feature selection and association rule mining.

2.2.1. Feature Selection

As described in the previous Section, in the present study 177 of the most common evaluation
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standards that have been proposed from various researchers were considered. In order to decide
upon which software characteristics are most important with regards to the quality of an
educational software, feature selection techniques were employed.

Feature selection (aka subset selection or variable selection), is a process where a selection of the
available features is performed to be later applied to a learning algorithm [31]. Attribute selection
algorithms are often used in order to facilitate data visualization and data understanding, to reduce
the measurement and storage requirements as well as the training and utilization times and to defy
the curse of dimensionality improving thus the prediction performance [32].

Our main stimulus for concluding on employing feature selection algorithms was three-fold: a) in
order to improve the performance of the predictor models, b) to reduce the high dimensionality of
the software evaluation problem and therefore provide faster and more cost-effective (in terms of
computational time and space requirements) predictors and c¢) provide a better understanding of
the underlying rationale that resulted in the generated data.

2.2.2. Prediction

Data mining techniques that deal with prediction mainly aim at developing models which can
infer a single aspect of data (predicted variable) from some combination of other aspects of the
data (predictor variables) [30].

In the same publication [30], Baker highlights the two key uses of prediction techniques within
the educational data mining field as follows:

1. In order to study what features of a model are important for prediction, giving
information about the underlying construct.

2. In order to predict what the output variable would be in contexts where it is not desirable
to directly obtain a label for the examined construct.

In the present study, both aspects were taken under consideration. More specifically, benefitting
from the powerful probabilistic mechanism of the Bayesian Networks that allows for reasoning
under conditions of uncertainty, our experiments aimed at:

i.  examining which features (or group of features) results in achieving the highest
predictive accuracy and therefore play an important role with regards to the software
evaluation task.

ii.  constructing a robust and efficient (in terms of accuracy and required computational
resources) predictive model that will be able to decide upon the quality/effectiveness of
an examined educational software based on several predefined predictor variables. Such a
model may appear to be useful as an alternative empirical educational software evaluation
system.

With regards to the later goal, it is important to mention that the suggested predictive model is not
proposed as a software evaluation system able to come up with the right responses under all
circumstances, since it is widely accepted that the software evaluation task is quite complicated
and consequently there do not exist such objectively right responses. On the contrary, it should be
considered as an alternative assisting tool that might be employed complementarily (or in some
cases even substitutionally) with other traditional software evaluation methods.
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2.2.3. Relationship Mining

Association rule learning deals with the task of finding interesting associations and/or correlation
relationships between variables, in a dataset consisting of a large number of variables. Via the
employment of such powerful exploratory techniques, analysts and researchers are able to
uncover hidden patterns within the examined datasets.

With regards to the educational data mining field, association rules seem to draw more and more
attention by the passing of time [33], [34], [35]. Such techniques are often employed in order to
investigate which variables are most strongly associated with a predetermined single variable of
particular interest, or in other occasions relationship mining may take the form of attempting to
discover which relationships between any two variables are strongest [30]. For the needs of the
present study, both directions were followed. In particular, via the employment of Agrawal’s
Apriori association rule mining algorithm [36], [37]:

i.  a series of experiments was conducted in order to investigate for strong relationships
between the available variables contained in each one of the evaluation categories
presented at Section 2-A (i.e. Educational design, User interface, Media and quality of
information media, Aesthetics, Content, Navigation, Feedback and interaction and
Usability) and their corresponding overall assessment variables.

ii.  an examination for strong associations between any two variables of the collected data
was also attempted.

By the means of the aforementioned experimental combinations, our objectives were to:

i.  discover strong associations of the form of if-then rules, implying that if some set of
variables is encountered, then there exists high probability that another variable will
generally also have a specific value.

ii.  examine for causal interrelationships between the observed data. In the ideal situation, it
would be desirable to know that a rule of the form X—Y does not only imply that these
variables correlate with each other, but also suggests that the appearance of X may cause
in a way the simultaneous appearance of Y.

With regards to the interestingness criteria used in the present study, the widely accepted
measures of support and confidence were employed in combination with the lift criterion, which
is considered to be particularly relevant within educational data [38]. Nevertheless, although it is
widely accepted that a combination of support, confidence, and either lift or leverage is efficient
enough in order to quantitatively measure the "quality" of the rule, the real value of a rule, in
terms of usefulness and actionability is subjective and depends heavily of the particular domain
and objectives. Therefore, all derived rulesets were also distilled by human experts focusing on
the identification of meaningful patterns.

3. EXPERIMENTAL SETUP

The first step of the experimental setup was to determine the educational software packages that
would be evaluated. A group of 15 software packages (available at http://www.e-yliko.gr/) were
selected, 8 of which are designed for elementary school pupils whereas the remaining 7 were
designed for high school pupils. At this point it is important to mention that each software
package was designed as an electronic assisting tool covering the educational objectives of the
hardcopy material of the respective courses that are being taught in the elementary schools and
high schools in Greece.
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Consequently, the 8 courses of the elementary school that are being covered by the selected
software packages are: Modern Greek language, English language, History, Music, Mathematics,
Physics, Religion and Municipal Art. In an equivalent way, the 7 courses of the high school that
are being covered by the selected educational software packages are: English language,
Chemistry, Philosophy, Biology, Informatics, Homer Epics and Religion.

The next step was to decide upon the group of evaluators that would evaluate the considered
educational software packages. The evaluation group consisted of 64 undergraduate students of
the Department of Primary Education of the University of Patras, all being potential candidates as
teachers for primary (elementary schools) and secondary (high schools) educational institutions.

The software evaluation task took place during the 8th semester of their studies. At that time, they
were all attending the course “Computers and Education” and they had already successfully
attended the courses “Software Evaluation”, “Introduction to Computer Science”, and “Networks
and Internet”. These courses provided them with the necessary skills required in order to evaluate
and provide feedback with regards to the considered educational software packages and the
features described earlier in this paper.

The data collection and archiving process was performed using an online Educational Software
Evaluation Test (ESET hereafter) which was specifically developed in order to cope with the
challenges that are imposed during the data collection phase. Our main stimuli for using an online
environment instead of employing other conventional offline practices (such as paper and pencil
designs) were the facilitation of the data collection process (e.g. easier pooling of individual
participant data files) and the incorporation of validation routines as well as threat-avoidance and
threat-detection strategies [39] ensuring thus that the information submitted would be in a suitable
format and that no questions or selections would have been accidentally missed.

The evaluation procedure had a one-week pilot period through which the online Educational
Software Evaluation Test (ESET) was initially filled by members of the research team and a fine-
tuning in terms of evaluation criteria semantics was performed. Following this intervention, a
group of 6 students was asked to fill the ESET and provide feedback regarding its
understandability. According to the received feedback, several features were rephrased in order to
further disambiguate their semantics, resulting thus in the final list of evaluated features provided
at Appendix 1. The one-week pilot period ended with the release of the final version of the ESET
for use by the participants. The total duration of the evaluation period was 2 months ensuring that
all the considered software packages would have been evaluated by the 64 participants of our
experiments.

4. EXPERIMENTAL RESULTS

The data collected during the experimental phase were systematically processed and analyzed via
the employment of data mining techniques. For all the experiments, libraries from the WEKA
Machine Learning Workbench [51] have been employed in the form of custom developed Java
programs and were properly fine-tuned and parameterized in order to efficiently meet the needs
of the present study. The results of this analysis are summarized in a quantitative and qualitative
way in the following sections.

4.1. Feature Selection

In order to reduce the high dimensionality of the examined problem and to obtain a more
thorough understanding of the way that the generated data were obtained, the Relief-F [40]
attribute selection algorithm was employed.

Relief-F, which is an improved and more robust extension of the originally proposed Relief
7
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algorithm [41], [42] is a general attribute estimator able to detect conditional dependencies
between the examined features. It is widely used as a preprocessing step in classification
problems and it has shown good performance in a wide variety of domains [43].

The main reason for concluding on employing the Relief-F algorithm for the needs of the present
study was the fact that the educational software evaluation problem involves much feature
interaction. In contrast to other heuristic measures for estimating the quality of attributes, Relief
algorithms are able to take under consideration the conditional dependence between the attributes
and thus are aware of the contextual information and can correctly estimate the quality of
attributes in problems with strong dependencies between the attributes [43].

The basic idea of the Relief-F algorithm is to estimate the quality of attributes according to how
well their values distinguish between instances that are near to each other. This is achieved by
randomly selecting instances, computing their k-nearest neighbors from the same class and the k
nearest neighbors from each of the different classes and then adjusting a weighting factor for each
feature f according to the formula:

wr = P(dif f value of fldiff class) — P(diff value of f|same class) (1

In the present study, the k parameter, which ensures greater robustness of the algorithm
concerning noisy data was set to 10, as proposed by Kononenko in [40]. The evaluation technique
used in the present experiments was the 10-cross fold validation technique [44], [45]. In 10-cross
fold validation the data are separated in 10 mutually exclusive subsets each one comprising of the
same number of instances. Then the evaluation process is performed 10 times, where each time 9
subsets are employed for training of the model and remaining subset is used for its performance
measurement. The experimental results averaged over the 10 folds are presented at Table 1. As
we may observe from the experimental results presented at Table 1, features 98 and 99 referring
to the multimedia characteristics, attributes 42, 49 and 118 referring to the Graphical User
Interface (GUI) and aesthetics, and finally features 2, 7, 29, 34, 36, 37 and 138 referring to
motivation and learning effectiveness of the examined educational software seem to play the most
important role with regards to the educational software evaluation task. These results are in
complete accordance with [46] since multimedia are proved to highly affect the degree that
information is communicated to the student while at the same time they achieve the arousing of
his/ her interest in a variety of ways.

Furthermore, the graphical user interface is considered to be the means enabling the bi-directional
communication between the end-user and the system [29]. Consequently, regardless of the
interestingness degree of the educational software, in case it is presented within an unattractive
and/or dysfunctional GUI, it will probably not fulfil as efficiently the degree of the learning
process. Finally, the degree to which the examined software fulfil its educational purposes (i.e.
features 2, 36 and 37) are considered particularly critical with regards to the overall assessment of
the educational software whereas at the same time educational software that provide motives to
the participants achieve more efficiently the engagement of the students to the active learning
process and therefore are encouraged as drop-out prevention techniques.

4.2. Prediction

As described at Section 2, in the present study prediction approaches were also taken under
consideration in order to determine the set of features that play the most important role with
regards to the educational software evaluation task and to develop an efficient predictive model
that will be able to decide upon the quality/effectiveness of an examined educational software
based on several predefined predictor variables. Towards this direction, the simplest form of
Bayesian Networks, i.e. the Naive Bayes classifier was employed. Given a set of variables
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(predictors) X = {x;,x5,...,x,}, initially the posterior probability for each class
¢i, ¢i € C ={c1, €y, ..., Gp} is estimated using Bayes’ rule:

P(cilx1, x5 s xn) = P(21,%5, 000, X0l )P (i) 2)

where P(cj |x1,x2, ,xn)denotes the probability that X belongs to the categorical level ¢
(posterior probability of class membership). But since according to the Naive Bayes algorithm all
variables are mutually independent given a predefined variable, Formula 2 may be further
simplified by decomposing the likelihood to a product of terms, as presented at Formula 3.

P(ci|x) = P(c;) ITioy P(xklei) 3)

Every new case X can now be classified to the class level ¢; that achieves the highest posterior
probability. Naive Bayes is considered to be one of the most efficient and effective inductive
learning algorithms within the machine learning and the wider data mining research areas.
Despite the conditional independence assumption on which the Naive Bayes classifier is based, it
has been proven to perform surprisingly well in a wide number of applications, including
classification [47] and clustering [48] problems. A theoretical explanation of the apparently
unreasonable efficacy of Naive Bayes classifiers is provided at [49].

In the present study, aiming at the identification of the set of features that play the most important
role during evaluating educational software, a series of experiments was performed. More
specifically, based on the feature ranking results presented at Table 1, 177 Naive Bayes classifiers
were trained, selecting the top-n ranked features each time with n € {1,2,... 177} (i.e. the first
classifier was built only using attribute 99, the second model was constructed using features 99
and 49, the third using features 99, 49 and 98 and so forth). For each classifier, the goodness of
the predictor was assessed using Cohen’s Kappa statistic evaluation criterion (Cohen, 1960)
which is used to measure the agreement between predicted and observed categorizations of a
dataset, while correcting for agreement that occurs by chance (Witten & Frank, 2005). Complete
agreement corresponds to a Kappa value equal to 1 whereas complete lack of agreement (i.e.
purely random coincidences of rates) corresponds to a zero Kappa value. Again, the selected
evaluation method was the 10-cross fold validation technique and the corresponding Kappa
values for each predictive classifier averaged over the 10 folds are graphically depicted at Figure
1.
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Figure 1. Graphical representation of the Cohen’s Kappa Statistic value for the Naive Bayes
classifiers trained over the top-n ranked features of Table I
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Table 1. Software Evaluation Features Ranking

Averape Average Average Average
Average Merit Rank Att, Average Merit Rank AL Merit Rask Att,
1 0,198 +- 0,006 1.6+ 0.49 99 60 0.079+0.006 36.94+-9.67 134 119 0.047 +- 0.004 116.4+-8.91 8
2 0.201 +- 0,014 164+ 08 49 61 0,079 + 0.006 57.9+-5.37 13 1200 0.045 +- 0.003 119.24-6.13 69
3 0188 +- 0,006 18+ 04 98 62 0078 + 0.004 38.6+-6.62 11 121 0044 + 0006 1204+-12.01 131
4 0168 +- 0,007 4.6+ 08 118 63 0078 + 0.003 30.4+-6.97 51 122 0044 + 0.003 121.6+-7.31 71
5 0,165 +- 0,006 5.9+ 0.94 42 64 0077 + 0.006 61.2+-8.84 126 123 0.042 4+ 0.003 125.54-4.57 68
6 0165+ 0.007 6.1+ 1.51 7 65 0076 + 0.007 01.9+-9.66 1 124 0041 + 0.004 126.4+-8.5 7
7 0,164 +- 0,007 6.2+ 147 36 66 0.076 + 0.007 64.9+-3.73 57 125 0041 + 0006 127341458 102
B 0.157 +- 0,005 B0+ 164 34 67 0074 + 0004 67.3+-7.13 141 126 0041 + 0.005 12894979 176
9 0153 4+ 0.007 9.8+ 2.14 2 68 0072+ 0.006 68.5+-5.28 52 127 004 +- 0,002 120.34-4.27 72
10 0151 + 0,007 10,1+ 1.78 37 69 0071+ 0.005 a9.2+-9.38 44 128 0.04 +- 0,005 129.6+-10.8 144
11 0.15 + 0,007 10.5+ 2.01 ot} 70 0071 + 0007 69.4+-4.88 117 120 0.4 +- 0,005 1301+1095 151
12 0,148 + 0,006 1.6+ 1.56 138 71 0.07 + 0.004 T0.5+-5.14 47 130 0.039 + 0.004 130.8+9 5
13 0,148 +- 0.007 118+ 166 116 72 0.069 + 0,004 T0.64+-6.8 113 131 00394+ 0005  1309+1009 147
14 0137 + 0,007 145+ 186 101 73 0.07 + 0.004 T1.5+7.37 162 132 0039+ 0006 131.2+1203 103
15 0131 + 0,005 163+ 1.1 167 74 0.069 + 0,005 T38+-623 B4 133 0.038 + 0.003 132.6+-6.31 164
16 0.132 +- 0.005 163+ 195 136 75 0.066 + 0.004 76.9+-9.45 39 134 0039+ 0005 132841067 26
17 0.129 +- 0.005 172+ 183 108 76 0066 + 0.006 77.4+-10.02 160 135 0.038 + 0.004 132.94-7.31 24
18 0127 + 0.008 178+ 3.25 e 77 0.065 + 0.005 79+ 8497 172 136 0.038 + 0.007 133.9+1263 110
19 0124 +- 0,005 196+ 206 109 78 0.064 + 0,006 85.0+ 9322 79 137 0038 + 0.003 135 +675 70
200 0122 4 0,004 19.9+-1.51 97 79 0.06 +- 0.004 86.1+ 872 65 138 0.037 +- 0.004 136.54-9.21 105
21 0.12 + 0L 21.7+38 35 B0 0.06 +- 0.004 a0.1+-10.47 128 139 0037 + 0006 1367+10L63 174
22 017+ 0004 22.9+-2.8R 95 81 0.061 + 0007 86.5+-11.27 168 140 0037 + 0.004 136.9+-8.41 22
23 0115+ 0006 25.2+-5.64 140 B2 0.06 + 0.006 86.9+-10.05 85 141 0036 + 0.005 138.64+-9.60 41
24 0114+ 0,004 25.2+-2.64 90 83 0.059 + 0,005 87 + 846 129 142 0.036 + 0.003 139.5+-6.04 a7
25 0112+ 0.005 25.9+-342 92 B4 0.06 + 0.006 87.1+-103 173 143 0035 + 0.004 139.9+-7.44 64
26 0112+ 0.003 26 1+-2.43 145 B35 0.06 + 0.005 87.7+ 701 54 144 0035 + 0.003 140.8+-7.49 137
27 0111+ 0.007 27.4+-5.59 122 86 0.059 + 0,003 88.9+-10.88 83 145 0.033 +- 0.004 143.7+-6.2 6
28 0108 +- 0.009 28.9+-5.19 9 87  0.058 + 0,005 89 4+ B.88 &0 146 0032 +- 0.006 144.74+-8.83 25
20 0108 + 0.006 20 1+-3.48 123 BE  0.058 + 0004 80.2+ B.12 12 147 0032 + 0.004 145.4+-6.41 76
30 0108 + 0.005 29.5+-3.98 a4 89  0.058 + 0.004 90.2+-12.11 17 148 0032 + 0.005 14544871 124
31 0106 +- 0.005 30.5+-2.62 115 90 0058 + 0.006 91.4+-11.68 100 149 0031 +- 0.005 147 B+-6.65 169
37 0106 + 0,005 I0.8+-275 b1 N 0.058 + 0.005 92.6+-13.92 a6 150 0.031 + 0.003 148.64-6.68 23
33 0105 + 0.009 IL5+5 177 92 0058 + 0.006 93.8+ 7.24 149 151 0.029 + 0.006 150.8+-9.8 112
34 0101 +- 0.006 3444329 &7 93 0056 + 0.003 94 4+-11.79 170 152 0.029 +- 0.003 151.3+-6.36 121
35 0099 4+ 0004 H7+3 a6 94 0056 + 0.005 04441175 20 153 0.028 + 0.006 152.14+-8.60 19
36 0096 + 0.007 36.8+-5.55 14 95 0.056 + 0.004 947+ 9,86 171 154 0028 + 0.004 153.24+-5.30 33
37 0095 + 0.007 39 +-5.81 a1 96 0,056 + 0004 95.2+ B.06 62 155 0027 + 0.005 155.4+-73 111
3 0094 + 0.005 390.6+-5.18 &9 97 0056 + 0.004 95.2+ 959 ] 156 0.026 + 0.004 156.5+-5.97 4
39 0092 + 0.004 40.3+-3.85 88 98 0.056 + 0.004 95.3+ 529 ol 157 0,025 + 0.004 157.9+-6.38 106
40 0,092 +- 0.006 40.8+-4.49 18 99 0056 + 0.002 96 +10.19 43 158 0025 + 0.004 158 +7.54 45
41 0091 +- 0,006 43 +8.19 93 100 0.055+ 0005 96.9+-11.78 48 159 0.024 + 0.006 158.6+-7.8 120
42 0.086 +- 0,005 45.9+-558 31 01 0.056 + 0.006 97 2+-12.16 175 160 0.024 + 0.003 159.24-3.63 133
43 0,086 + 0.005 46.2+-4.81 139 102 0,055+ 0.005 98,5+ 6.14 73 161 0,024 + 0.005 159.3+-6.51 38
44 0,087 + 0.006 46.4+-9.44 2 103 0,054 + 0.003 98.8+-15.67 73 162 (0,023 + 0.003 160.8+-3.87 139
45 0,086 +- 0.008 46.8+-9.72 16 14 0,055+ 0.007 100,44 8.04 32 163 (.023 +- 0.002 161.3+3.03 158
46 0.085 + 0.008 48.5+-8.27 130 105 0,054 + 0.003 100.6+-10.86 119 164 0,023 + 0.005 161.5+6.56 154
47 0,084 + 0.006 49.6+-6.33 10 106 0,053+ 0.005 101 +-12.82 hx 165 0.021 + 0.005 163.64-5.04 T4
48 0,083 +- 0.005 50.8+-7.77 152 107 0053+ 0006 1073+-1099 78 166 (0L019 +- 0.004 165.1+-5.52 163
49 0,084 + 0.007 SLI+T7.74 3 108 0,051 + 0.005 1083+ 636 132 167 0,019 + 0.004 166.3+-3.07 157
500 U083 + 0.005 FL4+-T.68 135 109 005 +- 0,003 108,34+ 8.32 63 168 0.019 + 0.002 166.5+-3.5 165
51 0082 + 0.004 33 +-6.96 56 110 005 + 0,003 110.4+-1039 Bl 169 0,017 + 0,004 167.7+4.05 21
52 (LOBI +- 0.004 53.5+-6.87 114 111 0049+ 0005 1113+1519 146 170 0,016 +- 0.002 169.3+2.83 30
53 0UOBT +- 0.004 33.6+-0.65 38 112 0,049 + 0.007 113.8+-1058 127 171 0,015 + 0.004 169.94+4.00 80
54 0081 + 0.006 H.6+-7.98 104 113 0048 + 0.005 11444+ 949 166 172 0014 + 0.006 170.4+4.18 150
55 0.08 +- 0.005 56.3+-6.26 40 114 0048 + 0.005 11544945 55 173 0,013 +- 0.002 171.9+2.34 161
56 0079+ 0007 565+1166 142 115 0,047 + 0.004 1155+ 7.1 148 174 0011 +-0.005 173 +-2.1 153
57 0079 + 0.005 56.5+6.7 39 116 0047 + 0.004 1155+ 873 46 175 0011 + 0.003 173.7+ 149 155
58 0079 + 0.007 56.7+-8.72 15 117 0046 + 0.004 1161+ 87 107 176 (0.005 +- 0.005 175,64+ 169 156
59 0,079 +- 0.004 56.8+-5.25 50 118 0046+ 0004  1163=12.82 143 177 0,002 +- 0.002 176.7+0.46 125

As it can be seen in this figure, there is a significant increase of the predictor’s performance after
feature 49 is included in the classifier’s training set and it continues to increase as more top-
ranked features are also considered. This continues to happen until the point where the 17 top-
ranked features of Table 1 (i.e. attributes 99, 49, 98, 118, 42, 7, 36, 34, 2, 37, 29, 138, 116, 101,
167, 136 and 108) are employed for the training of the Naive Bayes classifier and from that point
after it can be seen that the inclusion of more features does not result to a further improvement of
the predictive model, whereas on the contrary it increases the computational complexity and the
resources required in order to induce the classifier. Therefore, according to the experimental
results, one could consider the top 17 features of Table 1 as the best trade-off between
computational complexity and performance.
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Although the usage of the percent accuracy is not usually preferred since it is observed that values
of accuracy are highly dependent on the base rates of different classes, in the present study
experiments were performed with regards to the predictive accuracy of the induced models in
order to examine the direction of employing such predictive classifiers complementarily with
other traditional software evaluation methods. Figure 2 graphically depicts the percent accuracy
of the Bayesian classifiers when trained over the top-n ranked features of Table 1, with
n€{12,..177}.

NB Accuracy

101
105
109
113
117
121
125
129
133
137
141 ]
145
149
153
157
161
165
169
173
177

= L e T O - Y G BT, R Y
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Number of Features
—N B Accuracy

Figure 2. Graphical representation of the percent predictive accuracy for the Naive Bayes
classifiers trained over the top-n ranked features of Table 1

As we may observe, the graph in Figure 2 seems to be in accordance with the one depicted at
Figure 1. More specifically, the highest accuracy is observed when the Naive Bayes classifier is
trained over the top-17 features of Table I, achieving the quite satisfactory performance of
71.47% of correctly classified instances, whereas the inclusion of more features in the training set
does not contribute to any further improvement of the performance of the predictor. Although, as
stated earlier in this paper, the proposed model is not suggested as a software evaluation system
able to come up with the right responses under all circumstances, we hope that it might appear to
be useful as an automated education software evaluation assisting tool that could be used
complementarily (or even substitutionally) with other traditional software evaluation methods in
cases where it is not desirable to directly obtain a label for the examined educational software.

The experimental results presented above seem to be in complete accordance with the current
state-of-the-art trends with regards to the educational software evaluation task [52]. These results
suggest that features examining the usability, functionality and aesthetics of the Graphical User
Interface, the degree of the student’s participation within the active learning process, the
interestingness of the employed multimodal hypermedia modalities and the existence of proper
motives supporting the educational objectives seem to be the most prevalent during the
educational software evaluation task.

4.3. Relationship Mining

The last direction of the present analysis aimed at the discovery of possible associations and/or
causal inter-relationships between the collected data. The relationship mining technique employed
for this scope was the Apriori association rule mining algorithm. Apriori is an algorithm proposed
by R. Agrawal and R. Shrikant in 1994 [37], which uses a breadth-first search strategy to
counting the support of itemsets and uses a candidate generation function which exploits the
downward closure property of support. The algorithm uses prior knowledge of frequent itemset
properties by employing a level-wise-search where k-itemsets are used in order to explore (k+1)-
itemsets [53]. Each rule generated by the Apriori algorithm must satisfy the user-specified
thresholds for the support and confidence parameters. The support parameter represents the
minimum number of transactions that is required in order to consider a rule as valid; whereas the
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confidence parameter is used as an indication of the value of the derived rule (i.e. specifies how
strong the implication of a rule must be in order to consider the rule valuable).

A problem that may often occur during association rule mining is that of redundant rule
generation. Especially when dealing with multidimensional problems such as the one at question
it has been observed that the number of generated rules may grow exponentially to the growth of
the number of fields contained in the database. In order to reduce the set of rules and causal
relationships communicated to the data miner, the most prevalent techniques include the
definition of proper minimum support and confidence thresholds with the contemporaneous
employment of other interestingness measures such as the lift, the conviction, the leverage and
the cosine metrics.

In the present study the problem of redundant rule generation was dealt by setting relatively high
thresholds for the support and confidence parameters (0.35 for the support and 0,93 for the
confidence parameter) and by employing the lift interestingness measure which has been
suggested to be particularly relevant within educational data [38]. Lift, which is expressed as the
ration of the confidence of the rule and its expected confidence, represents the degree to which
the consequent of an association rule is more likely to be present in the presence of the antecedent
of the rule. Lift values greater than 1.0 are highly desirable since they suggest that the antecedent
and the consequent appear more often together than expected (i.e. the occurrence of the
antecedent has a positive effect on the occurrence of the consequent). Through this analysis,
various rules worthy of mentioning were derived. More specifically, with regards to the
instructional design of an educationally oriented software it has been observed that in order for a
software to fulfil the educational goals for which it was designed (feat. 37), it has to:

i.  be comprehensible by users with different learning patterns (feat.1),
ii.  assist the learner to concentrate on the object of study (feat. 3)
iii.  draw the attention of the learner (feat. 7)
iv.  facilitate the learner via its graphical user interface (feat. 31)
v. fulfil the learners’ needs (feat. 35) and to
vi. assist the educational process (feat. 36)

Equivalently, the associational analysis of the features regarding the Graphical User Interface of
the educational software provided us with rules indicating that the successful GUI design of an
educational tool (feat. 49) is highly dependent on:

i.  the degree the learner is able to navigate through the software without any further
assistance/guidance (feat. 38)
ii.  the functionality of the GUI (feat. 40)
iii.  the degree the GUI of the examined software follows standard navigation techniques as
employed by other well-known and massively used software packages (feat. 45), and on
iv.  the degree that the controls and tools of the software are organized and grouped into
distinct categories (feat. 47)

The analytic investigation for relational patterns between the features regarding the media and
quality of information represented by them, also resulted in the generation of rules worthy of
attention. The vast majority of the derived rules suggested that the overall assessment regarding
the employment of multimedia in educationally oriented software was higher related to the
attractiveness and functionality of the employed graphics and pictures than to other media such as
narration, videos, text etc. More specifically, the most prevalent rule reported that the
functionality and attractiveness deriving from the usage of multimedia (feat. 99) highly depends
on the quality (feat. 87) and attractiveness (feat. 84) of the employed graphics, as well as on the
degree these graphics achieve the efficient representation of the educational content (feat. 82) and
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the degree they facilitate the learner to better comprehend the displayed content (feat. 83).

The experimental results regarding the features referring to the overall aesthetics of the examined
educational software reported a strong correlation between the presentation coherence (feat. 117)
and the coherence of individual parts forming the displayed image (feat. 104), as well as the
harmony of the employed colors (feat. 114 and 115).

In a similar way, the relationship mining experiments regarding the understandability and
easiness of comprehension of the displayed educational content (feat. 123) suggested that they are
highly affected by:

i.  the way the content is displayed, i.e. either uniformly or not (feat 124)
ii.  the transparency of the structure and of the categorization of the available information
(feat. 131)
iii.  the degree the employed media assist the knowledge discovery and acquisition (feat. 138)
and
iv. the existence of links to various external educational resources (feat. 144)

Finally, another important rule worthy of mentioning describes a strong relationship between the
ease of use of the examined educational software packages (feat. 170) and:

i.  the difficulties encountered by the learner on his/her engagement with the software for
the first time (feat 168)

ii.  the degree a user is in need for further guidance during his/her engagement with the
software (feat. 169)

iii.  the degree a user was able to anticipate what is need to be done during his/her
engagement with the software (feat. 172) and

iv.  the ease of use of various tools facilitating the software navigation and information
retrieval (feat. 173)

All the aforementioned rules where specifically examined by experts in the field of educational
software evaluation and they all concluded to the fact that they provide useful and easy-to-use
knowledge with regards to the specific aspects that have to be taken under consideration when
designing an education-oriented software.

5. CONCLUDING REMARKS

In the present paper the problem of educational software evaluation is examined from a different
point of view. More specifically state-of-the-art Educational Data Mining techniques are
employed in order to investigate for the underlying parameters that play the most important role
with regards to the software evaluation task.

Towards this direction, experiments were conducted at the Department of Education of the
University of Patras regarding the evaluation of 15 educational software approved by GME for
use in class. The systematic processing of the derived data revealed useful information about the
underlying construct.

In particular, the data analysis using the well-known for its satisfactory performance Relief-F
feature selection algorithm suggested that features referring to the multimedia characteristics, the
Graphical User Interface (GUI) and the motivation and learning effectiveness of the examined
educational software seem to play the most important role with regards to the educational
software evaluation task.
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Moreover, the collected data were analyzed using prediction techniques. The results of this
analysis suggested that the set of the 17 top-ranked features of the feature ranking analysis (i.e.
attributes 99, 49, 98, 118, 42, 7, 36, 34, 2, 37, 29, 138, 116, 101, 167, 136 and 108) can be
considered as the best trade-off between computational complexity and performance.
Furthermore, the Naive Bayes classifier trained over these features showed a quite satisfactory
performance achieving performance equal to 71.47% for the correctly classified instances.

Finally, the relationship mining analysis revealed strong associations between several of the
considered features and i) the degree an educational software fulfils its educational goals ii) the
success of its GUI design iii) the effectiveness of its overall multimedia usage iv) the overall
assessment with regards to the aesthetics of the examined educational software v) the
understandability and easiness of comprehension of the displayed educational content and vi) the
ease of use of the educational software at question. This mined knowledge might prove to be
essential during designing education-oriented software and/or its formative development phase.
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APPENDIX 1

At the following table (Table 2) the 177 features examined in the present study are analytically presented.
The evaluation scale employed for 159 of the considered features was the five-level Likert scale, whereas
for the remaining ones a True (T) or False (F) answer was taken.

Table 2: Evaluated Features

Feature

In what dogme is the content of the eamined soffwans comprehensible to people with difienznt kearning habibs?

L

Z In whist degme can the examined educational softwam be considensd as an efficient educational assisting tool?

1 In what dogme does this softwane assist the learmer to focus oo the obipct of hisher study?

4. In what dgme does this softwane impose the personal s mgands Lo its content?

5 In whist dogme does this software impose a specific dizction to be Bllowed in for a problem to be solved?

& Ane the emroms made by the leamer highlighied in such 2 way that helps him /her to avoid making the same errors again?

T In what dogme does this softwans draw this atention of the keamer?

" In what dgme doos this software properly inform the learner with regards to the keaming goals of the class that this saftwane was
| designed for?

o In what dogme does this software provide the leamer with proper motives for using it?

10. In what dogme docs the lkeamer’s engapement with this softwans result to efficient mtrieval of the already acquined know ledpe?

1l. Inwhat dgme is the leamer efficiently guided by the sxamined educational softwans?

12, Inwhat degme does this softwane provide adequate feedback to the leamer ensuring proper engapement with the softwan:?

13 In what dogee docs this software properly communicate information msalting to the induction of new knowledge from the kearer’ s
_ side?

14,  Inwhat dgee does this softwane assist the learmer o achieve the dedoction of useful conclusions?

15, In what dogme docs this sofiware allow the keamer to inbemact with the sysem?

16, In whiat dogmee is this softwane robust from an educational point of view?

7.  Imwha dogme does this softwane allow for the personalized teaching and collaborative keaming?

18, In what dogme docs this softwan assist the leaner to develop hisher creativity and ability reganding problem sclving?

15, In whiat dogeee does this softwane allow the nser to control the onder and the pace of the information provided?

0. Does this softwans allow the learmer to nepeal’ replay ceriain parts?

2l. Does this vam: provide the ability 1 again from the point the peviows session ended?

pe In whist degaee the way that the chapiers ane displaved sem to follow a essomable order?

23.  ewvery chapierenriched with a brief abstract and concluding remark of the information presented ?

4. Inwhat dgme does this softwane provide hints facilitating the learmer to continoe his'her engagement with the softwans ?

25, Is the keaming kastory of the nsr being recorded ¥

26. s the leamer able io choose the difficulty level of the provided information?

I7.  Inwhat dgme does this software incorporate multimedia assisting the keaming goals?

18, In what degme dozs this softwans employ muliple = pesentstions for the in mtian provided

28, Inwhat dgme does the use of multimedia in this softwar assist its educational goals?

30.  Inwhat dgme can this softwane be used a novice/inex perienced PC user?

3. In what dogme docs the workspace of this sofiwans facilitaies the leamer?

32, Inwhat dgme is the lkeamer able o perform searches within the information provided?

33, Inwhat dgme does the learmer become aware of the leaming poals of the class that this softwane was designed for?
3. In what dogme docs this softwan intmigues the leameT towands discovering new know ledpe 7

35 In what dogmee does this softwans fulfil the needs of the leamen?

36. [Inyour opimion, how useful is this softwam as educational assisting tool for use in class?

. In your opinion, how efficient is this sofiwane with mgands to the leaming poals of the class that it was designed for'?
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Liser Inlerface
38, In whiat dgme can the leamerengape himselff hemelf with this soffwane without nee@ng any further gusdanoelsupport?
35.  How usable is the user imkerfacy of this softwan:?
40.  Inwhat dgmee is the user interface of this sofiwam functional 7
41. In your opimion, how simplke is the ner inerface of this softwans?
42, Inwhat degme does the user interface achieve to draw the attemtion of the user?
43. Inwhat dgme does this software allow the user to control the way that the information is pesenied?
44. In whiat dogme is the content preseniation apprved from an educabional point ew?
45.  Inwhat dgme the user interface of this software is similar to other well-known and widely used softwane packapes?
46.  Inwhat dgme does this software allow the user to benefit from all the functions of the software?
a7, In whist |:|:g;|:c ane the tools and controls of this softwane grouped and organiced?
48, how Functional are the controls of the examined sducational softwan:?
49, how sucoesshul (from an educational point of view ) do vou consider the user inferface of this softwan:?
Miedia and guality of Infermation media
30.  How satisfactory is the guality of the sound of the examined educational softw a7
3l In what dogme docs the sound match with the content presenied at this softwam?
5E In whiat dbgmee is the sound uniformly distribuwied during the leamer’s enpagement with this softwane?
53.  Inwhat dgme does this softwane emphasiee audibly when the leamer starts crends an activity 7
54. In what dgee docs the narmator o mphasizs on the appropriabe spots?
55.  Inwhat dgme an the namation and the way the namator speaks uniform throughout the examined softwane?
56.  Inwhat |:|:g;|:-: ane the graphics and the sound synchronized with each other?
5. ion, how well is the sound adjusted with mgands 1o the flow of the presenied information?
38, how attractive ta the leamer is the wse of sound in this softwans?
39, In what degmee does the sound assist the peosentation and the comprehension of the conent of this softwans? Likent
b How satisfactory is the guality of the music of the examined educational softwa? Likert
& In what dogme does the music match with the content presenie d a1 this softwas 7 Likert
62 In what dogmee is the music uniformly distributed during the leamer's engage ment with this softwane? Likert
63 In your opinion, how well is the music adusted with sgards to the flow of the presenied information? Likert
6d.  Inwhat dgme does this softwane achieve emphasis on specific activities via the use of music? Likert
Bb5. In your opimion, how atimctive to the leamer is the wse of music in this softwan:? Likeri
B In whst degaee does the mmsic axsist the pess ntstion and the comprehension of content of this saftwans 7 Likert
&7 How satisfactory is the guality of the videos of the examined educational softwamx? Likert
68,  Inwhat dgme do the videos maich with the contemt presenied at this softwan:? Likert
6o, In whst n:p:c da the videos assist the kamer 1o better comprebend the information displayed? Likert
7 how tiring is the duration of the videos for the uer? Likert
Tl ypimion, how attmctive to the leamerT is the wes of vidoos in this softwans? Likert
T In whai dogee do the videos assist the preseniation and ithe comprehension of the content of this softwanc? Likeri
73, Inyouropinion, how satisfaciory ans the texis comlained in terms of length, conkent completeness and clarity? Likert
T4, Inwhat dgme is the wse of Exs exassive in the examined softwan: ? Likert
T5. In your opinion, how readable an the bexis? Likert
Th. In what degmee is the emploved font style uniform throwghout the examine d softwane? Likert
T7.  Inwhat dgme is the employved font size uniform throughout the examined software? Likert
75 In your opi how efiective an: the exts in this softwane? (Le. inwhat degree do they assist the presentation and the Likert
T5. Likert
BO. L-luI'acn:p:-:Hr:ic u.sc-.'|r|rna|5:scu.ocu.ncmtl‘l:cl.mrmm:mc'mac\c Likent
BI. In what degmee ame the imapes uniform (in ferms of nesalution and siee ) throughowt the examined softwans? Likert
BX  Inwhat dgme do the images malch with the content peesented at this softwan:? Likert
B3, In what dogmee do the images assist the prosentation and the compee bension of the content of this softwas 7 Likert
Bd. In your opinion, how sttmactive to the leamer is the use of images in this softwans? Likert
B5.  Inwhat dogme do the images assist the presentation and the compee bension of the content of this softwam ? Likert
B&. In what dogmee is the use of graphics excessive in the examined softwam? Likert
BT In your opinion, how satisfsciory is the guality of the graphics in the examined softwans? Likert
BE.  Inwhat dogme an: the graphics uniform throughout the examined softwans? Likert
BS.  Inwhat dgme do the graphics maich with the conient presented at this sofftwane? Likert
oo, In your opi how attractive to the leamer is the wse of gmphics in this soffwane? Likert
9l.  Inwhat mp:-: mlhc graphics asxist the presentation and the comprehension of the contemt of this softwans? Likert
92 h ory is the guality of the animation in the suamined softwans ? Likert
493, L-lv.l'.a: dogmee is the use of animation ex cexsive in the examined soffwane? Likeri
0d. In what degeee is the animation uniform throughout the examined softwane? Likert
45,  Inwhat dogme does the animation match with the content presenied at this softwas 7 Likert
46, In whai dogmee does the animation assist the pessenistion and the comprehension of the conient of this softwan? Likert
7. In your opinion, how asttractive to the leamer is the wse of animation in this softwans? Likert
g8 L-_lwta: r.':_g;l:_-: r.'mc_i the use of multimedia draw the abention of the leamer, assisting a1 the same time the comprehension of the Likert
displayed imformation?
oo, In what degmee is the we of mulimedia altractive to the kamer? Likert
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Assthetles

100.  Inwhat dgme an the elements comprising the on-scren display uniformly distibuted? Likert
101, Inwhat dgme does the on-screen display of the examined softwans draw the attemtion of the leames? Liker
102, Inwhat dgme does the on-screen display creaks 2 Beling of tranguility and inertia? Likent
103. How eaxily can you focus on the element that is being emphasired esch time by every an-screen display of the examined softwane? Likert
104.  Inwhat dogeee ans the clements comprising the on-scnen display cohenent? Likert
105.  Inyouropinion, how simply an: the on-scxen displays of the examined softwax arganized? Likert
106 In your opinice, how condensed are the on-screen displays of the examined softwane 7 (B g exisence of too many contrals, images, Likest

" butbons, links etc.)
IT.  Inwhat dgme do the an-scxen displays facilitaie the organization of the displayed information? Likert
108.  Inyouropimion, how funcbonal are the on-screen displays of the examined softwans? Lilkoert
105, In your opimion, how attmctive ane the colorms of the o amined softwan:? In what degeee do they predispose the leamer to engape Like

*_ with this saftwarne? e
110.  Inwhat dgme do the emploved colors highlight the nations of the displayed content? Liker
11l. Inwhat degme is the examined softwas uniform in terms of the colors nsed ? Lilkoert
112, Inwhat dgme do the fonts emploved in the examined softwan: improve its neadability? Liker
113.  Are maltiple colors used in this softwam 7 TE
114, Inyouropimon, how tring' boring am the colors wsed in the examined softwans? Lifkoert
115, In your opinmion, how satisfaciory is the appearance of the on-screen displays? Likert
116.  Inyouropimion, how satisfaciory ans the oo-soen displays in ems of design? Lilkoeri
117.  Inwhai dogmee an the on-screen displays of this softwas cobenent? Lilkeri
118.  Inyouropinion how efiective is the ooamined softwane in emms of & sthetcs? Lilkoert

Content

115,  Inwhat dogme does the information provision to the user follow a scientific and objective manner? Likert
120. Inwhal dogme is the softwan mult-thematic? Likeri
121. Inwhat dogme does the softwane cemate information overloading ? Lilkoert
122. Inwhat dogme is the content well-nepresented by the use of appropriate media (imapges, ext, video eic. )7 Likert
123.  Inwhat dogme is the conbent preseniation assist the pee sentation and the comprehension af the concepls of this software? Likert
124,  Inwhat dogme does the content presentation follow s wniform style throuphout the examined soffwane? Likert
125.  Is the content presenied in an impartial way? TF
126.  Inwhat dogme an the basic notions of this softwan nepresenied by alemative means? Lilkoert
1. Inwhat dogme is the softwane well-adjusied to the lkeaming ahilities of the students it was designed for? Likert
128.  Inwhat dogme does this software facilitae the information mimieval process? Likert
126,  Inwhat dogme an the nobions’ conoepts that have bo be kamed tharoughly anabzed in this softwan: 7 Lilkoert
130.  Inwhat dogme does the content meet the bearning aims of the respective courss? Likeri
13l.  Inwhat dogme am the structuring and the organization of the displayed information clearly pesenied to the user? Likert
132, How consistent {in terms of erminology and symbols used) is the content of this softwam? Likeri
133. Inwhat dogme is the content freed from linguistic implications or verbal mistakes? Likert
134.  Inwhat dogme is the content mlated 1o the students” daily activities? Likert
135.  Inwhat dogme do the incuded exercizes projects meet the keaming sims? Lilkoert
136.  Inwhat dogme does the content facililabe active keaming? Likert
137.  Inwhat dogme is the leamer able io control the flow of information presentation? Likert
138,  Inwhat degme do the means fior prosenting the information facilityie the know ledge discovery and soquisition? Lilkoert
135 Inwhat dgme do the hiographies provide data nzgarding the science evalution andfor assist the comprehension of the notions that Like

~__ have to be kamed? S
140, Inyouromimon, how useful to the instructor as the exe reises! projects of this softwane? Likoert
141.  Inyouropimion, how well is the conient organized and structured in educationa] modules? Likert
141,  Inwha dogme do the exercises st the leamer on the recntly acquined knowledges 7 Lilkent
143, How easily can you croals a aching scenanio with projects and exercises via this softwane? Lilkoert
144,  Inwhat dogme does the conbent of this softwans provide students with educational necounses, which donot exist in schoal books? Likert
145.  Inwhal dogme docs the content provoke and encourape the leamer o show some imitiative? Likeri
146 Inwhat degaee do the resouroes of this softwans assist the leamer to obtain a mone thorough ides about the notions” conoepts that Like

~_ have to be leamed? N

Inwhat degme do the hyperdinks (bo extormal we'b msources) of this softwane assist the bearmer to oblain & man thorough idea about

7. be notions cxmogpls that have to be leamed? Likent




The International Journal of Multimedia & Its Applications (IIMA) Vol.6, No.3, June 2014

Mavigation
148, l:lw.ll'.ac dgme do the navigation options of the examined soffwans assist the user to notrieve the desinzd information in an easier Liket
way?
145, l:lw_ll'.ac degme do the navigation options of the examined sofftwan: assist the user to notrieve the desined information in a quicker Likest
way?
150. Do them: exist multiple paths from the same on-screen display 1o specific content segments? TF
151.  Inwhat dgme is the navigation rouke controlled by the user? Likert
152 , how Functional are the navigation options of this softwam? Lilkeri
153, Does the softwan: allow for the archiving of the wser specified nanEaLnn mouies (for purpE s nr'\chal:ﬂI ity ) TF
154.  Inwhat dgme is the lkeamer awane of his'her exact location wi the software while navig Likert
155. Do thom exist aptions for notuming 1o the main menn and for exiting the softwane available &t all sections of TF
156. Does the softwan: enable bookmarking? TF
157.  Ane the navigation history and activities history being recorded’ archived? TF
158, Does the softwans provide the kamerwith albernative navigation paths to specific confent segments? TIE
Fepdback and Interaction
In what degme does this software foster explomtary learming? Likert
How ofien am exercises, projects and’ or summarics included in the examined softwam 7 Lilkeri
Dioe s theme exist dinect feedback during the user-computer ineractions? TF
In what dgme does the provided fee dback encourages or applauds the leamer? Likert
ks thene fedhack even in the cases that the comect actions am performed? TF
In what dogme does the softwans assist the detection of polential mistskes, contribuiing thus o understanding their causes? Likeri
Dioes the fedback include guantitative scoring? TF
166 In what dogme does the feedback provided decisively contribuie to understanding the conbent and the proper usage of the examined Likert
— softwane? .
167. Inwhat dgme does the softwarne assist the imeraction between student and conbert? Likert
LUsahllity
168 In vour opimion, in what degree do you consider the manipulstion of this softwane casy for s at first time 7 Lilkoert
165, How easily can the user operate the softwax with the minimum passible guidance’ suppart? Likert
170 In general, in what degree do you consider the manipulation of this the software casy? Lilkeri
17l. How eaxy is the use of the mous during the lkeamer's engagement with the software? Likert
172 How eaxy is it to undersiand the way the softwan: opemies? Likert
173. How easy is it to use the tools” services of the euamined soffwam (e.p mimieval tools, navigation options, contrals et )? Likent
17. In whast degaee did vou feel lost while navigating in the softwam? Likert
175.  Inwhat dgme did you face difficulties with concems 1o the soffwan: manipulation during your e ngape ment with it? Likert

176.  Inwhat dogme, wem thene cases of malfunction during your engage ment with the softwane?
177 In what dogmee do you believe that the students will be able to e e softwane casily? Likert

Clamr  Inyour opimion, how well doos the examined software fulfil the educationa] purposes for which it was designed? Likert
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