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ABSTRACT 

In a real application area, the WSN is not a homogeneous network where the nodes are maintained in 

respective coordinate position relatively same to each other. But rather homogeneous it should be 

heterogeneous, where the relative positional difference for different nodes are different.    In this paper a 

better scheme is being proposed which will take care of the life time and density of a WSN.  Sun et. al. 

proposed uniform density in WSN by assuming the network as a homogeneous network ,but in this paper 

without taking a homogeneous network the same problem is being solved by using the Gaussian  

probability density function. And also the chance of error in receiving the message from the WSN to the 

base station is minimized by using priori probability algorithm. 
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1. INTRODUCTION 

Sensor networks are composed of small electronic devices, the sensors that monitor areas, 

objects, animals, persons or sense temperature, humidity, the presence of acoustic or seismic 

waves etc. in a given area of interest.  WSN can be used for remote monitoring and object 

tracking in different environments and for a wide range of applications.  Thus recent advances 

in computing hardware and software are responsible for the emergence of sensor networks 

capable of observing the environment, processing the data and making decisions based on the 

environment, detect and locate specific events and track targets over a specific regions.  Thus a 

sensor network is defined as being composed of a large number of nodes which are deployed 

densely in close proximity to the phenomenon to be monitored.  Each of these nodes collect 

data and its purpose is to route this information back to a sink.  Most previous papers 

concentrate in homogeneous WSN in many application areas.  But practically in many areas 

homogeneous WSN deployment is not possible.  That is the network is to be deployed can be 

heterogeneous WSN.  So, in heterogeneous network the network density over a deployed area 

may not be uniform.  Because in a specified area the position of deployed sensor nodes cannot 

be maintained in the homogeneous coordinate separation.  That is the area covered by the each 

sensor node’s signal is not uniform for the entire deployed sensor node due to the positional 
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difference is different for every adjacent sensor nodes out of all nodes in WSN.  This is one 

constraint for heterogeneous WSN in real application field. 

Another constraint in WSN is the definition of transmitted message from the nodes t the sink 

node, last to the processing device may not be error free due to the attenuation caused by 

environment in any intentional man made.  That is if noise is added to the message during 

transmission then the message which has been sent from the WSN to the receiver may not be 

identified as the correct message successfully, due to the addition of noise during transaction 

period which leads receiving and processing of an erroneous message and the actual sensing 

event cannot be predicted though it has been censored by the WSN.  That’s why an algorithm 

should be developed which can be supported by a specific device and can receive and identify 

the same message which has been transmitted.  This can be done by likelihood probability 

method called port priori algorithm in which the message received is error free. 

2. RELATED WORK 

Sun et. Al’s proposed scheme is based on the homogeneous WSN, where different nodes are 

deployed with in a predetermined area and the sink node is placed at the coordinate (0,0) of that 

specified area of the WSN[16]. This paper concentrates on different energy consumption in the 

network, when the network density is uniform.  i.e. the information detected will be forwarded 

to the sink node so that the energy of the nodes which are closed to the sink will be burnt faster.  

Once these nodes died, the life time is over the energy of the nodes that are far away from the 

sink node will be watched, which is inefficient.  The waste of energy will be concentrated on 

this paper to leave nearly no energy when life time comes to its limit, thus makes the network 

provide service oriented.   

The lifetime limits of WSN with and without aggregation have been taken into consideration by 

Manish   Bhardwaj, Anantha P. and Chandrakasan, which gives us the feasibility to do some 

further work on lifetime[2,4]. After that, a lot of work has been carried out to deal with the 

lifetime of WSN, the principal goal of which is the efficient use of energy[5-8]. These 

researches aim at modeling the lifetime and finding a method to optimize it. These work have 

been done based on the existing definitions of lifetime[9,10]. But on some occasions these 

standards are inappropriate.  The diversity of source behavior and the layout of the network are 

important factors for they can take effect once the network is deployed[11-14]. Some research 

work has been done to prolong the lifetime of WSN via unequal clustering or scheduling the 

selection of cluster heads [14,15]. But the solution should be more active, the layout should be 

well deployed to create wider potential space for optimizing the lifetime before the network 

takes into action. Different nodes within the network have different service requirements, which 

inspires the idea of this paper, that is, network lifetime should be service-oriented. A service-

oriented assessment of lifetime is explored in this paper. It is investigated from two 

perspectives, one is how to assess network lifetime from service-oriented aspect, and the other 

is how to deploy more nodes to balance the energy consumption where more service is needed. 

3. OVER VIEW OF SUN ET. AL’S SCHEME 

In this paper there are various definitions are presented.  
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definition1: Network density is defined s, in a specified area A where, nodes are deployed, 

),( yxρ
 is defined as the network density with the property 

1),( =∫∫
A

dxdyyxρ
i.e the network 

is assumed as homogeneous. 

 definition2: Network energy intensity is given and defined as e(x,y)=e0N 
∫∫
D

dxdyyx ),(ρ
 

where, e(x,y) is defined as network energy intensity with initial energy 0e
, for the given region 

D.  With the definition of network density relying models are specified for a routing algorithm 

ψ.  The relying probability makes the conditional probability density function Rψ 

(x,y,a,b,ρ(x,y)), with the property 

1)),(,,,,( ≥∫∫
A

dxdyyxbayxR ρψ

, where Rψ 

(x,y,a,b,ρ(x,y)) denotes the probability of (x,y) that will do the rely if there is an event 

generated at (a,b).The partial density function of the sourced is employed  S(x,y) with the 

property 
∫∫ =
A

MdxdyyxS ),(

Where S(x,y) denoted the distribution of source behavior with in 

a period T and M denotes the intensity of source behavior. 

definition 3: Network requesting intensity C(x,y) is defined as : 

C(x,y)= 
∫∫
A

dadbbaSyxbayxR ),()),(,,,,( ρλ ψ

Where λ is a constant number. 

Theorem-1The energy wasted is quantized by the expression. 

∫∫
A

dxdyyxC ),(

 with e(x,y)=T(C(x,y)∀ (x,y)) where T is a constant value. 

Section 4: Quantization of network density is explained by the density iterative process. 

Step 1. i=0; Let the network be uniformly deployed first, then the density distribution
ρ

 is 

obtained, which is a constant function. 

Step 2. After one period T of data gathering the distribution of energy consumption denoted by 

network requesting intensity ( , ) i c x y is derived. 

Step 3. Use ( , ) i c x y derived in step 2 to guide the new-round deployment of network density.  

In section 5, Stability and uniform convergence of the network is analyzed with the equation.  

=),( yxρ
dxdydadbbaSyxbayxR

dadbbaSyxbayx

A A

∫∫ ∫∫

∫∫











),()),(,,,,(

),()),(,,,,(R 
A

ρ

ρ

ψ

ψ
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Theorem 2: 

It has been explained that. 

=),( yxei

dxdydadbbaSyxbayxR

dadbbaSyxbayx

A A

i

i

∫∫ ∫∫

∫∫











−

−

),()),(,,,,(

),()),(,,,,(R 

1

A

1

ρ

ρ

ψ

ψ

 

If 
1<γ

by taking 

R
ψ

(x,y,a,b,
),(.),(,,,,()),(,,,,( 0 yxyxbayxRyxbayxR ii ργηρρ ψψ −+=

 with 

0),(.- i =∫∫ dxdyyx
A

ργη
 

 

Theorem-3 

It has been explained that when 
∫∫
A

dadbbaSyxbayxR ),()),(,,,,( ρψ

it is not a constant 

function then it will dip get uniform convergence. 

So over ally, the research on this service oriented network density WSN paper, the network is 

considered as homogeneous and the density iterative process is prepared to quantize the 

network density which can enlarge the potential space for optimizing the lifetimes. 

Practically when WSN is to be deployed it, can’t be homogenous.  So in this paper practical 

approach has been explained where a non-homogeneous i.e heterogeneous WSN can be 

feasible with the possible error elimination, when message is transmitted.  Also it has been 

proved simulated that, for uniform network the network density 
),( yxρ

 is with a property 

1),( ≠∫∫
A

dxdyyxρ
 

4. PROBLEM DEFINITION 

Section-1 

In this scheme, in definition(1), network density is considered and it is denoted as f(x,y). Here 

as the WSN is considered as homogeneous, therefore the network has taken as uniform network 

where the network density distribution taken as 
),(),( 0 yxyx ρρ =

which is a constant function 

with a property 

 

1),( =∫∫
A

dxdyyxρ
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For a homogeneous WSN where nodes are deployed uniformly, then the possible schematic 

diagram of the network will be as follows, 

 

 

 

 

 

 

 

 

 

When the network is uniform i.e the position difference every two consecutive nodes out of all 

nodes should be same. This is also is represented in the above diagram. 

We can assume, the network is uniform if, Positional coordinates(Nj) - Positional 

coordinates(Ni) = constant ∀ N∈WSN deployed 

Nj(x,y)-Ni(x,y)= C ∀ N∈WSN deployed where, C is a constant.  Suppose the practical area 

covered by the signals of a specific deployed node inside homogeneous network area is, 

ap(Nk(x,y) is same for all n nodes  ap 

⇒
∑

=

n

k

kN
1

p )(a

=A, where A is the whole area of the WSN. 

Then for a uniform WSN, 

1),)(( =∫∫
A

kp dxdyyxNa

 

But practically a network can not be uniform because when a network is to be established by 

deploying the nodes over a specified area, then the nodes can not be deployed uniformly over 

that specified area.   

i.e Nj(x,y)-Ni(x,y) ≠ C ∀ N∈WSN deployed  
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Practically nodes are deployed non-uniform over a specified area.  The likely hood schematic 

diagram is as follows, 
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That means, there exist some partial areas which are not covered by the sensor node; signal.  

Those are out of coverage of the signal.   

Section-2 

What happened for the area out of coverage of the signal? 

First considering the uniform network, with constant network density ρ(x,y), there is a routing 

algorithm ψ, the relying probability matches the conditional probability density function Rψ 

(x,y,a,b,ρ(x,y)), with the property  

1)),(,,,,( ≥∫∫
A

dxdyyxbayxR ρψ

, where 

Rψ (x,y,a,b,ρ(x,y)) denotes the probability of (x,y) that will do the relying if there is an event 

generated at (a,b). 

Suppose that event generated at (a,b) is now with in the out of network coverage area of WSN.  

Then the property of routing algorithm, because the generated event may not be predicted.  

i.e. 

1)),(,,,,( <∫∫
A

dxdyyxbayxR ρψ
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in theorem 2 it is taken as, Rψ (x,y,a,b,ρi(x,y))= Rψ (x,y,a,b,ρ0(x,y)) +
η

- 
γ

 . ρi(x,y) 

where 

0),(.- i =∫∫ dxdyyx
A

ργη
 

where ρi(x,y)  

=

dxdydadbbaSyxbayxR

dadbbaSyxbayx

A A

i

i

∫∫ ∫∫

∫∫









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−

−

),()),(,,,,(

),()),(,,,,(R 

1

A

1

ρ

ρ

ψ

ψ

 

Where S(a,b) � the spatial probability density function of a source. 

ρi-1(x,y) � the network density distribution of the preceding node Ni and this ρi(x,y) 

converges if 
1<γ

. 

But for a non-uniform network, it may not be converged for 
1<γ

, because 
1<γ

 

1)),(,,,,( <∫∫
A

dxdyyxbayxR ρψ

 

For uniform network the network density is ρ(x,y) with a property 
∫∫ =
A

dxdyyx 1),(ρ
But for 

practical non-uniform network, using Gussian probability density we can perform a number of 

experiments to verify that  

∫∫ ≠
A

dxdyyx 1),(ρ
 

The Gaussian probability density function is f(x)=
22

1

πδ e
2

2

2

)(

δ
mx−−

 

Where, m and 
2δ are the average value and the variance associated with Gaussian probability 

density function f(x).   

Thus X =

dx
xe

mx

∫
∞

∞−

−−

2

2

)(

2

2

2

πδ

δ

= m 
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Now the cumulative distribution corresponding to the Gaussian probability density for m=0, is 

p(X≤x)=F(x)= 

dx
xe

x
x

∫
∞−

−

2

2

2

2

2

πδ

δ

 

Now, the error function of u is given by, 

erf u=

due

u

u

∫
−

0

22

π
 

the complementary error function is denoted as erfc u and given by, 

erfc u=1-erf u  

=   

due
u

∫
∞

−

0

22

π
 

Now the cumulative distribution function F(x) is expressed in terms of the error function and 

the complementary function, for x≥0,  

F(x) = 

dx
xe

x
x

∫
∞−

−

2

2

2

2

2

πδ

δ

 

        =  

dx
xe

x

∫
∞

∞−

−

2

2

2

2

2

πδ

δ

-

dx
xe

x

x

∫
∞

−

2

2

2

2

2

πδ

δ

 

For x≤0, for positive u,  

F(x)=F(-|x|) = 

dx
xe

x
x

∫
−

∞−

−
||

2

2

2

2

2

πδ

δ

 = 

due

x

u

∫

−
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−
π
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2
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Let u−=ε  
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Now, for a constant number k, the probability on the standard deviation δ ,  

P±kδ = P(m-kδ ≤X≤m+kδ ) = 2

kerf
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Section-3 

Error calculation: 

As the signal traverses the transmission medium noise will be added to the signal.  Hence as 

finally received and pre received the signal will be corrupted or contaminated by noise from a 

number of sources. 

Let us consider one case: 

In successive intervals we want to transmit one of the two possible messages.  The two possible 

messages might be represented at the transmitting end by two distinct wave form, each limited 

in time period to the interval allocated to a bit.  At the receiving end we right desire a system 

where by the message m0 when received, generates some voltage r0, for m1 received generates 

voltage r1 in the absence of noise.  Because of noise, error occurred i.e for message m0 

received indication might be r1 and for m1 � r0  

We shall assume, for generality, that the probability of an error is dependant on which msg was 

send and transition probabilities are introduced.  i.e  

P(r0 | m0) = probability that r0 is received for m0 sent. 

P(r1 | m0) = probability that r1 is received for m0 sent. 

P(r0 | m1) = probability that r0 is received for m1 sent. 
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P(r1 | m1) = probability that r1 is received for m1 sent. 

 

Priori probabilities: 

For the general case, messages m1 and m0 do not occur with equal frequency and probabilities 

p(m1) and p(m0) are introduced.  Probabilities that m1 and m0 intended in an arbitrary message 

interval.  These probabilities p(m1) and p(m0) are called priori probabilities.   

Now from an observed response r1 and r0, it can not be determined with certainty which of the 

message was sent.  Now by posteriori probability (message intended with maximum probability 

that our opinion is correct). 

If r0 is received  

Choose m0 if P(m0 | r0) > P(m1 | r0) 

Choose m0 if P(m1 | r0) > P(m0 | r0) 

If r1 is received  

Choose m1 if P(m0 | r1) > P(m1 | r1) 

Choose m1 if P(m1 | r1) > P(m0 | r1) 

Similarly, 

If r0 is received, m0 should be chosen if 

P(m0 | r0)P(r0) > P(m1 | r0) P(r0) 

Correspondingly If r1 is received, m1 should be chosen if 

P(r1 | m1)P(m1) > P(r1 | m0) P(m0)  

This is optimum – receiver algorithm. 

In general, there can be k messages m1,m2,…….mk and j received rensposes r1,r2,………. rj  , 

by optimum-receiver algorithm, if rj is received, choose mk if  

P(mk | rj) > P(mi | rj) ∀ i≠k. 

Optimum receiver: 

A receiver which operates in accordance with this algorithm to maximize a posteriori 

probability of a correct decision and is called an optimum receiver. 
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6.CONCLUSION 

In this paper , it is more concentrated on the density of the network in a heterogeneous WSN. A 

method to assess lifetime from the perspective of service is first presented, in which whether 

the network can support service is concentrated on and also the chance of error at the receiving 

site is strictly minimized. This is also being analyzed that how the sink node will be used for 

maximum time then also there will not be any problem because of the lifetime of the sensors. 

Deployment can be guided to enlarge the potential space for optimizing the lifetime of the 

network. The Proposed method is also practically being analyzed the feasibility of the network.  
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